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SUMMARY

The Baltic dry index (BDI) is not only one of the most important indicators of shipping costs but is also an important barometer of global trade and manufacturing sentiment. The BDI is highly volatile and subject to complex factors, which make it difficult to predict. In this paper, a neural network model-based BDI forecasting system was proposed to effectively forecast the BDI. We used the gray relational degree analysis method to select seven factors with higher correlation from 15 factors affecting the variation of BDI index to be used as input indicators for the bi-directional long short-term memory (BiLSTM) model to forecast BDI. From the experimental results, the prediction model proposed in this paper had an excellent prediction effect on the BDI. The mape value of the prediction result was 9.19%. The accuracy was better than the common machine learning models SVR and REG and the neural network model LSTM. In addition, in order to further optimize the prediction performance of the combined model GRA-BiLSTM, this paper introduced the MIV method to conduct an in-depth analysis of the contribution of each variable to the prediction results. Rice price, Shanghai securities composite index and crude oil price were found to be the three most relevant indicators to the prediction accuracy of the model.
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1.INTRODUCTION

International maritime transport accounts for 80% to 90% of global merchandise trade volume, and it is the most important way of transporting goods and raw materials on a large scale across the world, as well as making a significant contribution to the world economic development (Coto-Millan and Inglada-Pérez 2020; Elmi et al. 2022). Maritime transport has many advantages, such as large transport capacity, low freight rates, low energy consumption, low emissions, etc. These advantages enable maritime transport to meet the transport needs of different types and sizes of goods, especially for bulk and dry cargo (Abioye et al. 2021; Dulebenets 2022). Liner container shipping plays a key role in international manufactured goods trade, and it is the pillar of the global logistics system that connects trade between different continents (Wang and Wang 2021; Chen et al. 2023). International maritime transport adds about $380 billion to the global economy every year in freight alone, and since freight rates account for a considerable proportion of the prices of manufactured goods, there is a close relationship between freight rates and the prices of most basic goods, which must be understood and predicted. Dry bulk freight rates are often expressed by the Baltic dry index (BDI) (A. J. Lin et al., 2019). The BDI is widely used as a key indicator of the shipping industry, world international trade and the global economy (F. Lin & Sim, 2013a), and it can be used as an important reference for commodity, currency and stock markets (Bildirici et al., 2015). Han et al. (2020) found that the BDI has significant predictive power for 14 major currencies against the US dollar. The BDI tracks the cost of global shipping commodities such as coal, iron ore, steel, cement and grains. As the behaviour of bulk commodity prices changes over the business cycle, changes in the BDI are correlated with changes in bulk commodity prices, making the BDI sensitive to raw material demand and global trade. The BDI can also reflect speculative behaviour, as the BDI has futures contracts, and the underlying freight market can reveal speculative behaviour of market participants. So forecasting BDI trends allows operators and investors to manage market trends and hedge risks in the shipping industry. Stopford (2009) highlighted the importance of forecasting the BDI for stakeholders involved in the maritime industry, including shipping companies, cargo owners, shipbuilders, bankers or regulators. Forecasting the dry bulk freight index is a complex task. Zeng et al. (2015) argued that the complexity of freight time series and the nature of non-stationarity make it difficult to forecast dry bulk shipping market freight time series. Chen et al. (2012) mentioned that the dry bulk shipping industry is characterized by a high degree of volatility. Because management decisions are based on prognosis of future prospects, forecast accuracy is critical for large organizations and companies, despite the difficulty of predicting BDI trends.

Baltic dry freight index forecasting is a non-linear problem, which is influenced by many factors. The data has obvious cyclicality and volatility. The selection of key factors affecting the BDI, and the development of an accurate and efficient forecasting model are key issues that need to be addressed. The bi-directional long short-term memory (BiLSTM) network is often used to deal with complex nonlinear classification and regression problems due to its feature of using two forward and backward LSTM layers to predict future information(Peng et al., 2021a; M. Yang & Wang, 2022). BiLSTM is less commonly used in the direction of shipping index forecasting. Therefore, this paper proposed a GRA-BiLSTM model to accurately predict BDI by combining the advantages of gray relational degree screening core variables and deep neural network in dealing with non-linear time series. Deep neural network has good non-linear mapping, self-learning, self-adaptive, associative memory and parallel information processing capabilities. When dealing with non-linear time series prediction problems, deep neural network can effectively extract data features and achieve accurate prediction of output variables through multi-layer non-linear transformation. Based on the combined GRA-BiLSTM model and the MIV method, this paper proposed an architecture for forecasting the BDI monthly index and analyses the key variables affecting the prediction and optimizes the model accuracy.

The main contributions of this paper are summarized as follows. 1) The GRA-BiLSTM combined model is applied to the forecasting of the shipping market for the first time. 2) The combination of gray relational degree analysis and MIV has identified the three most relevant indicators in the combined model with the BDI index, which are Shanghai securities composite index, crude oil price and rice price. 3) In the traditional shipping market, shipowners usually make decisions based on intuition and experience, which can expose them to huge risks, due to the instability of the shipping market and the uncertainty of economic development. Objective and accurate forecasting of the shipping market will enable shipping companies to make informed, data-driven decisions and make more effective investments.

2.LITERATURE REVIEW

2.1INDICATORS RELATED TO THE BALTIC INDEX

Among the many influences on the shipping market, Stopford (2009) focused on factors that affect demand for shipping (i.e., the world economy, seaborne commodity trade, and stochastic shocks) and factors that affect supply (i.e., the world fleet, shipbuilding deliveries, and scrapping and freight revenues). Cargoes carried in dry bulk include mainly raw materials such as grain, coal, iron ore, copper and other raw materials. Dry bulk carriers are the main vessels for the international transport of primary cargoes and the freight costs represented by the Baltic dry index (BDI) are closely related to the economic development of low-income countries (F. Lin & Sim, 2013b). The BDI is a measure of the cost of freight in relation to economic development in low-income countries. The BDI is influenced by many factors (Q. Han et al., 2014), such as political, economic and natural conditions. (Guan et al., 2016).

Research scholars have conducted numerous studies on the factors that may affect the BDI index and concluded that the commodity and crude oil price played an important role. Ruan et al. (2016) used intercorrelation statistical tests and multiple fractal tests to examine the intercorrelation properties of BDI as well as crude oil price. He concluded that there is a significant mutual correlation between BDI and crude oil price. Tsioumas (2018) argued that changes in commodity prices affect the timing and volume of imports and exports, which in turn affects the volume of seaborne trade. Moreover, there is a two-way relationship between iron ore, coal and wheat prices and the BDI index. Angelopoulos et al. (2020) used a novel dynamic factor model to study the economic relationships between 65 commodity (including oil, energy, metals, ores and agricultural products), maritime (including tanker and dry bulk freight) and financial (including derivatives) markets. The results showed a strong economic relationship from commodity markets to freight markets, with crude oil price being a leading (price discovery) indicator not only across all markets investigated, but also between different sub-markets.  

The BDI index has been shown to be related to fleet size, trade volumes, and financial markets. Chen et al. (2020) argued that fleet size and ocean freight volume are important reasons for the volatility of the dry bulk shipping market index. Michail (2020) explored the relationship between seaborne commodity trade and freight rates and suggested that the volume of seaborne commodity trade has a significant impact on the BDI. Melas (2021) also suggested a leading lag relationship between commodity prices and charter rates. Tsioumas (2021) used 38 economic variables aggregated into a composite indicator to measure the components of economic activity that drive demand for dry bulk commodities by sea. 

2.2FORECASTING STUDY OF THE BALTIC INDEX

In recent years, several forecasting methods have been applied to BDI index forecasting. Cullinane (1992) applied the Box-Jenkins method to forecast the movement of the Baltic freight index (BFI). Duru (2010) developed an improved fuzzy time series method applied to the annual time series of freight rates. Tsioumas et al. (2017) improved the forecasting accuracy of Baltic dry index by building a multivariate vector auto-regressive model (VARX) with exogenous variables. The model incorporates Chinese steel production, dry bulk carrier fleet development and the dry bulk economic circumstances index (DBECI). The results showed that the selected independent variables can significantly improve the accuracy of BDI forecasts. Papailias et al. (2017) investigated the cyclical nature of the Baltic dry index and its impact on forecasting performance. They found a strong cyclical pattern in the index between 3 and 5 years.  

Many econometric and machine learning methods have shown drawbacks such as non-smoothness and non-linearity in the prediction of BDI data. As a result, a number of researchers have used neural network methods to explore the internal complexity of BDI. Because neural network methods can model complex features such as non-linearity and volatility, they have advantages over econometric and machine learning methods. Uyar et al. (2016) proposed a circular fuzzy neural network based on genetic algorithm and illustrated the advantages of their method. Sahin et al. (2018) used artificial neural network (ANN) method to predict BDI index. HAN et al. (2019) predicted the BDI index by eight variables related to dry bulk market based on LSTM neural network model and achieved good prediction results.

Single neural network methods also have drawbacks, such as the presence of local minima and over-fitting, which are sensitive to parameter selection. As single prediction methods (including machine learning and deep learning methods) are limited, many studies are now using hybrid methods to predict BDI. The results of the empirical analysis are consistent in that they show that hybrid forecasting methods are more accurate than single methods. Because the hybrid approach combines a single model and allows the strengths of each model to offset the weaknesses of the other methods. Zeng et al. (2015) proposed a combined empirical modal decomposition (EMD) and artificial neural network (ANN) based forecasting method that outperformed a single ANN model. Zhang et al. (2019) developed a hybrid approach that combined DFN with artificial intelligence (AI) techniques to extract non-linear, periodic and dynamic features of BDI using DFN and AI. The model is more accurate than models based on AI techniques alone. Kamal et al. (2020) used a range of deep learning models, such as RNN, LSTM and GRU, and combined them to predict BDI values at one as well as multiple steps by combining them. The results showed that the combined models all performed better than the original models.

Based on the above literature review, a large amount of existing literature has focused on forecasting on BDI index daily data based on historical BDI index data through different combinations of models to achieve good results. As the volatility and complexity of the BDI index is more prominent on larger time scales, it is more difficult to make forecasts based on monthly data. But for shipping companies, they usually need to make judgments on the long-term trend of the freight index to guide their production and operation decisions. So it is particularly important to establish a set of methods to effectively predict the long-term fluctuation changes of the BDI index. In order to improve the accuracy of forecasting based on monthly data, in addition to using historical time series as input indicators for forecasting models, other variables can be introduced to co-forecast to reduce uncertainty. The shipping index has a strong correlation with financial markets, commodity prices and trade volumes. It is a valuable research direction to select important indicators from them and construct a neural network model to enhance the forecasting accuracy.

3.METHODOLOGY

The GRA-BiLSTM model is a combined model that combines the advantages of GRA and BiLSTM neural network. Firstly, the correlation degree of the factors influencing the BDI index is ranked and filtered by the gray relational degree analysis method. The GRA-BiLSTM model not only analyses the correlation characteristics between the original indicators using the gray relational degree analysis, but also combines the self-learning and fault-tolerance capabilities of the neural network to improve the BDI shipping index forecasting accuracy. The steps of forecasting BDI index based on GRA-BiLSTM model are shown in Figure 1.
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3.1GREY RELATION ANALYSIS

Gray correlation analysis is a method to determine the degree of correlation between factors based on the similarity of the geometry of the change curves of each factor (Fung, 2003). This method finds the gray relational degree between the reference series and the comparison series by comparing the geometric relationship between the relevant statistics of the time series in the system (Abhang & Hameedullah, 2012; Mahmoudi et al., 2020). When the direction and rate of development of a comparative series with a greater correlation to a reference series is closer to that of the reference series, the closer its relationship to the reference series. The specific calculation steps are as follows.

1) Determination of analytical series

Reference number is Y = Y(k) | k = 1, 2…n

Compare column is Xi = Xi(k) | k = 1, 2…n, i = 1, 2…m

n is the length of the indicator and m is the number of indicators.

2) Nondimensionalize the variable

As the data in each factor column in the system has different magnitudes, the data is averaged as shown in equation (1).
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3) Calculation of the correlation coefficient is as shown in equation (2).

[image: image]

ρ∈ (0,∞) is called the resolution ratio. When the ratio ρ is smaller, the stronger the differentiation ability. The resolution ratio ρ is usually taken in the interval (0,1) and usually taken as ρ = 0.5.

4) Calculation of the degree of association is as shown in equation (3).
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3.2BI-DIRECTIONAL LONG SHORT-TERM MEMORY MODEL

Traditional RNN are prone to gradient explosion and disappearance on long-range memory. Hochreiter (1997) et al. proposed an optimized long short-term memory (LSTM), which belongs to recurrent neural network. It is more suitable for processing and predicting important events with relatively long intervals and delays in time series (Kasongo & Sun, 2020). The LSTM is based on the traditional RNN and reduces problems such as gradient disappearance by adding a gating unit. The LSTM structure is shown in Figure 2. Compared with a normal RNN neural network, it has three extra gating units, which are input gates, forgetting gates and output gates. It is calculated as follows.

(1) Input-gate:
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(2) Forget gate:
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(3) Cell state renewal:
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(4) Out-gate:
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it is the value of in-gate, and ft is the activation value of forget gate. wf,, wi, wc, wo are the weight matrix of forget gate, in-gate, update gate and out-gate respectively. bi,,bf, bc, bo are the biases of in-gate, forget gate, update gate and out-gate, respectively. In this way, the output ht at the current moment t is calculated with the updated cell state  Ct at the current moment t.

In long short-term memory (LSTM) networks, the input time series data is serially processed, which often loses information about future data (Liu et al., 2021). Compared with LSTM, the BiLSTM structure fully takes into account the bidirectional relationship of the input data on the time series and enhances the information gain capability through this bidirectional processing by obtaining more structural information through the gate mechanism (Peng et al.,2021) .

BiLSTM stands for bi-directional LSTM, which means that each training sequence passes through the LSTM in both the front and back directions, as well as both connect to the output layer, thus giving the output layer input information about the past and future time series of each point in the sequence. Figure 3 showed the structure of the bidirectional cyclic neural network and expanded it along the time axis. Six unique weights are reused in one time step, and the six weights correspond to the following: input to the forward and backward hidden layer (w1,w3), hidden layer to the hidden layer itself (w2,w5), and forward and backward hidden layer to the output layer (w4,w6). Output layer considers the reverse LSTM on top of the LSTM, which has more temporal relationships than the traditional LSTM.

The output of the model consists of two results in the forward and backward direction, the hidden state [image: image] of the LSTM in the forward direction at moment t and the backward LSTM output [image: image]. We join these two vectors o form the final output of the BiLSTM network as in equation (10).
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3.3EVALUATION METRIC

In this paper, we evaluated the prediction model accuracy by three evaluation metrics, root mean square error (RMSE), mean absolute error (MAE) and mean absolute percentage error (MAPE), which are widely used in the field of deep learning prediction(de Myttenaere et al., 2016).RMSE represents the standard deviation between the model prediction and the actual BDI. MAE can describe the average difference between the prediction and the actual measurement. MAPE is the mean absolute error ratio expressed as a percentage of accuracy. The range of the three index values is [0, ∞). When the predicted value is exactly the same as the actual value, it is zero. When the error is larger, the indicator value is larger. The smaller RMSE, MAE and MAPE show that the model has better performance.

The formula for calculating the root mean square error is shown below.
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The formula for calculating the mean absolute error is shown below.
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The formula for calculating the mean absolute percentage error is shown below.
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[image: image] is the predicted value. [image: image] is the true value and n is the number of variable indicators.

3.4MEAN IMPACT VALUE

MIV is a common method for determining the relative importance of each input metric in an artificial neural network. MIV analysis measures the effect of input variable on output variables in a multi-factor prediction model(Tan et al., 2018). Positive values of MIV indicate variables that are directly related to the output, while negative values indicate the opposite relationship. Values close to zero indicate that the input variable is unrelated to the output variable. The new data set is obtained by increasing and decreasing each input indicator by 10%, as well as the new data set  Xi(2) is obtained, as shown in equation (14), (15). n denotes the number of samples in the training set, and p denotes the number of input variables. Then, the data set Xi(1) and Xi(2) are put into the BiLSTM model for training. The output set[image: image] and [image: image] are obtained. According to Yi(1) and Yi(2), the average impact value and contribution of each indicator are calculated. The formulae are shown in (16) (17).
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4.EXPERIMENT

4.1DATA DESCRIPTION AND PREPROCESSING

The BDI currently consists of the Baltic Cape Ship Index (BCI), the Baltic Panama Ship Index (BPI) and the Baltic Super-Flexible Ship Index (BFI). The composition of which is detailed in Table 1.

In this paper, a total of 60 monthly data sets from December 2014 to November 2019 were selected as data samples. And the training and testing data sets were divided in a ratio of 8:2. Based on the study of factors influencing the BDI in section 2.1, available indicator datasets of 15 relevant indicators were collected and integrated from three aspects: financial indicators, commodity prices, trade volumes and fleet. All data were obtained from the Clarksons Shipping Database (https://www.clarksons.com/), Department of Economy, St. Louis Federal Reserve Bank (https://fred. stlouisfed.org/), and the wind database (https://www.wind.com.cn/).

Financial indicators. The pricing of the shipping market is influenced by fluctuations in the world economy. China is the largest product market in the world, and the US is the world’s largest consumer market. They are an important part of world seaborne trade (Gong et al., 2020). Financial markets in both countries are closely linked to the shipping market (Erdogan et al., 2013; Gu et al., 2020). In addition, the Freight Index is also influenced by the volatility of commodity prices and market expectations of risk. Therefore, four financial indicators have been selected for analysis, namely the Dow-Jones Average, the CRB commodity index, the VIX volatility index and the Shanghai securities composite index. The Dow Jones Industrial Average and the Shanghai Composite Index represent the financial markets of the United States and China ，respectively. The CRB Commodity Index represents the fluctuations of commodity prices. The VIX Volatility Index represents the market’s expectations of risk.
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Commodity prices. The price of maritime transport as the cost of international commodity trade affects the price of the final commodity(Lim, 2021). Changes in commodity prices also affect changes in the volume of trade and thus the freight index (Kavussanos & Moysiadou, 2021). At the same time, crude oil is not a commodity carried by dry bulk carriers, but as a necessary cost for the operation of ships. Crude oil price has a significant impact on the freight index (Ruan et al., 2016b). Based on data availability, we selected the prices of seven bulk commodities with large maritime trade volume for analysis, namely crude oil price (USD/barrel), coal price (USD/metric tonne), iron ore price (USD/metric tonne), wheat price (USD/metric tonne), soybean price (USD/metric tonne), rice price (USD/metric tonne) and copper price (USD/metric tonne).

 Trade volumes and fleet. Iron ore is the largest component of the maritime trade. China is the world’s largest producer of steel and iron ore imports, changes in the Chinese steel industry have a profound impact on the dry bulk shipping market(Yang et al., 2020).At the same time, grain is another important part of bulk shipping, supplying global demand for grain and affecting the cost of ocean shipping (Michail & Melas,2021).We have selected four indicators for our analysis. These are total grain exports (million tonnes), Chinese steel production (thousand tonnes), total iron ore imports (thousand tonnes) and total dry bulk carrier fleet development (million dwt).

Note: Total cereal exports are the total wheat and coarse grains exports from the US, Canada, Australia, Argentina, and the EU28. Total iron ore imports are the sum of total imports from Japan, Korea, Taiwan, China, and iron ore.

4.2BDI FORECASTING

In this paper, grey correlation analysis was used to calculate the level of correlation between the next month’s BDI dry bulk freight index and four financial indicators, seven commodity prices, four trade volumes, fleet indicators as well as historical data on the BDI index. The results are shown in Table 3.

[image: image]

[image: image]

Based on the analysis results, eight key factors are selected as input indicators for dry bulk freight index forecasting in this paper. These are BDI dry bulk freight index, CRB commodity index, VIX volatility index, Shanghai securities composite index, crude oil price (USD/barrel), wheat price (USD/metric tonne), rice price (USD/metric tonne),  total grain exports (million tonnes).

The eight significant factors influencing the BDI, as selected through grey relational analysis in this paper, are depicted in Figure 4. These relevant indicators serve as input variables, with the BDI (Baltic Dry Index) as the predicted variable. The model’s predictive results are illustrated in Figure 5, where black is the predicted value and red is the true value.
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5.RESULTS AND DISCUSSION

5.1MODEL ACCURACY

In addition to the GRA-BiLSTM model, our models were compared with a range of benchmark models, including the neural network models LSTM, BiLSTM and GRA-SVR, GRA-REG and GRA-LSTM based on gray correlation analysis for a total of 5 models, where SVR and REG were machine learning algorithms.
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By comparing the experiments, we obtained the prediction results of the five compared models, as shown in Figure 6. It can be seen that the prediction results of GRA-BiLSTM fit the true values better and the trend deviation is smaller, which is superior compared to the prediction results of other models. The detailed performance as indicated by the three benchmark evaluation metrics is shown in Table 4.
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Table 4 showed that the MAPE value predicted using the BiLSTM model without GRA metric screening is 22.41%, which is lower than the MAPE value of 30.64% for the LSTM model using the same data. The BiLSTM model has a significant advantage over the LSTM model in terms of freight index time series prediction, which is due to the fact that the reverse input of the BiLSTM sequences can provide the neural network with additional antecedent and posterior information for better learning of data features. Among the four models combined with the gray correlation analysis, the machine learning models SVR and REG have MAPE values of 34.28% and 35.79% respectively. The BiLSTM and LSTM neural network models have MAPE values of 9.19% and 16.26%, which can be seen that the neural network model has better prediction performance in dealing with such non-linear prediction problems. 

A comparison of the errors of the different models is shown in Figure 7. The combined GRA-BiLSTM model has the lowest MAPE, MAE and RMSE values and the lowest prediction error compared to the other models, which is more advantageous in BDI dry bulk index forecasting. The GRA-LSTM is the next best forecasting model. The LSTM has poor forecasting ability for the BDI, while the model based on the gray correlation analysis has better forecasting results. It suggests that the use of gray correlation analysis can select more effective indicators to improve the forecasting model performance.
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5.2EVALUATION OF INFLUENCE FACTORS

In order to further explore the impact of different influencing factors on the BDI dry bulk index forecasting, this paper combines the MIV analysis method to measure the contribution of each variable in the combined model GRA-BiLSTM forecasting. The average impact values and contribution of the influencing factors on the BDI index forecasting are shown in Table 5.

[image: image]

The experimental results show that rice price, Shanghai securities composite index and crude oil price are the three important factors affecting the results of the GRA-BiLSTM model proposed in this paper in predicting the BDI, contributing 27.21%, 16.26% and 15.93%. The price of rice has a significant negative effect on the predicted outcome of the BDI index because higher food prices are often accompanied by a reduction in global food production and a reduction in the supply of rice due to export restraints in various countries, reducing the demand for dry bulk cargo transportation. The Shanghai securities composite index also has a negative effect on the BDI index. The Shanghai securities composite index is a representative index of the Chinese financial market and symbolizes investors’ expectations of the dynamism of the Chinese economy. In anticipation of the rise, shipping companies will invest more to increase capacity supply to meet future demand, which increases the supply in the transportation market. The crude oil price has a positive effect on the BDI, and fluctuations in crude oil price are reflected in the cost of bunker fuel for shipping. Bunker costs are one of the major operating costs of shipping companies, accounting for 20-50% of operating costs. Changes in bunker prices are an important factor in the pricing of shipping companies.

6.CONCLUSION

The volatility and complexity of the shipping market constrains shipping companies from making effective investment decisions. Accurate prediction of the BDI freight index can help relevant enterprises and investors to avoid the risks of the shipping market and reduce the losses caused by wrong investments. This paper proposes a system structure for predicting BDI monthly index. In order to obtain more objectively and accurately the relevant factors affecting BDI index, this paper selects 15 relevant indexes in three categories: economic index, commodity price index, trade volume and fleet development. It also analyzes the correlation between these indexes and BDI index by using gray relational degree analysis method. The CRB commodity index, VIX volatility index, Shanghai securities composite index, crude oil price, wheat price, rice price and total grain exports are selected as input variables and incorporated into the GRA- BiLSTM combined model to forecast the monthly BDI index. Finally, the forecasting results are compared with those of common machine learning and neural network models to reveal the advantages of this combined model in BDI index forecasting. Through the experiments, we draw the following conclusions.


(1)In this paper, a qualitative and quantitative analysis of the various factors affecting the BDI index is carried out through the gray relational degree analysis method. The BDI freight index is identified as closely related to the CRB commodity index, VIX volatility index, Shanghai securities composite index, crude oil price, wheat price, rice price and total grain exports. It can be used as a model input variable to effectively predict the BDI.

(2)In this paper, a combined GRA-BiLSTM model is used to predict the Baltic dry index. Experimental results show that the MAPE of the combined model is 9.19%. Compared with common machine learning and single prediction models, this model has the highest accuracy in predicting the BDI monthly index.

(3)This paper analyzes the contribution of all input variables to the forecasting model by using the MIV method. The study shows that rice price, Shanghai securities composite index and crude oil price are important factors affecting the forecasting results.



On the other hand, due to data availability and other factors, this study has the following limitations:


(1)This paper only uses the prices of seven bulk commodities as the representative of maritime trade, which may not fully reflect the complexity and diversity of maritime trade.

(2)This paper only considers four financial indicators as influencing factors, which may ignore other important variables, such as policy, supply and demand, weather, etc.

(3)The model trained in this paper is only used for long-term prediction of BDI index, and its applicability to other important shipping indices needs to be examined.



Future research will consider expanding and deepening from the following aspects:


(1)Increase the types and quantities of maritime trade commodities, to improve the representativeness and accuracy of maritime trade index. 

(2)Introduce more types and quantities of influencing factors, to investigate the more complex and deeper relationship between maritime trade and financial market.

(3)The next step of research will consider whether the model is applicable to different scales of time series, and the prediction of other shipping market related indices. 
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Figure 5. Predicted results of GRA-BiLSTM
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