
Trans RINA, Vol  153, Part A2, Intl J Maritime Eng, Apr-Jun 2011 

© 2011: The Royal Institution of Naval Architects                A - 137 

THE INFLUENCE OF FORWARD SPEED AND NONLINEARITIES ON THE DYNAMIC 
BEHAVIOUR OF A CONTAINER SHIP IN REGULAR WAVES 
 
A Chapchap, D A Hudson and  P Temarel, University of Southampton, UK 
T M Ahmed, Alexandria University, Egypt 
S E Hirdaris, Lloyd’s Register Marine Business, UK 
(DOI No: 10.3940/rina.ijme.2011.a2.wf8) 
 
SUMMARY 
 
The aim of this paper is to compare the heave and pitch motions for the S175 containership, travelling in head regular 
waves, obtained from frequency domain linear and time domain partly nonlinear potential flow analyses. The frequency 
domain methods comprise the pulsating and the translating, pulsating Green’s function methods, with the relevant source 
distribution over the mean wetted surface of the hull. The time domain method uses the radiation and diffraction 
potentials related to the mean wetted surface, implemented using Impulse Response Functions (IRF), whilst the incident 
wave and restoring actions are evaluated on the instantaneous wetted surface. The calculations are carried out for a range 
of Froude numbers, and in the case of the partly nonlinear method for different wave steepness values. Comparisons are 
made with available experimental measurements. The discussion focuses on the necessity for a nonlinear approach for 
predicting the radiation potential and the possible numerical methods for its formulation. 
 
 
NOMENCLATURE 
 
a  Wave amplitude (m) 
$Lj  Element of hydrodynamic added mass 
  matrix in equilibrium axes  
%Lj  Element of hydrodynamic damping 
  matrix in equilibrium axes  
CLj  Element of hydrostatic restoring matrix 
  in equilibrium axes 
Fi  Element of wave excitation vector in 
  equilibrium axes 
Fn  Froude number 
g  Acceleration due to gravity (m s-2) 
Iyy  Pitch moment of inertia (kg m2) 
k  Wave number (deep water, k=ω2/g) 
L  Length between perpendiculars (m) 
m  Mass (kg) 
mq

*  Pitch-pitch IRF in body axes (kg m2 s-2) 
mw

*  Pitch-heave IRF in body axes (kg m s-2) 
Mij  Element of mass matrix in equilibrium 

axes 
qq

~ ,~
�MM   Pitch-pitch oscillatory coefficients for 

  velocity and acceleration in body axes 
(kg m2 s-1, kg m2) 

ww
~ ,~
�MM  Pitch-heave oscillatory coefficients for 

  velocity and acceleration in body axes 
  (kg m s-1, kg m) 

qq � ,   Pitch velocity and acceleration in 
body axes (rad s-1, rad s-2) 

t  Time (s) 
ww � ,   Heave velocity and acceleration in 

  body axes (m s-1, m s-2) 
U  Forward speed of ship (m s-1) 
zq

*  Heave-pitch IRF in body axes (kg ms-2) 
zw

*  Heave-heave IRF in body axes (kg s-2) 
qq Z~ ,~
�Z   Heave-pitch oscillatory coefficients for 

 

  velocity and acceleration in body axes 
  (kg m s-1, kg m) 

ww Z~,~
�Z   Heave-heave oscillatory coefficients

  for velocity and acceleration in body 
axes (kg s-1, kg) 

θ  Euler pitch angle (rad) 
λ  Wave length (m) 
ξj  Element of motion vector in 

equilibrium axes 
M   Steady velocity potential 
φ0  Incident wave potential 
φ7  Diffracted wave potential 
φj  Radiation potential 
Φ  Total velocity potential 
ω  Wave frequency (rad s-1) 
ωe  Encounter frequency (rad s-1) 
 
 
1. INTRODUCTION 
 
The development of the hydrodynamic theory of linear 
seakeeping for three-dimensional bodies commenced in 
the 1970s. Its main feature is to estimate the 
hydrodynamic coefficients (e.g. added mass and 
damping) and, for a given encounter frequency, use these 
values to calculate the ship motions in a seaway by 
solving a system of linear second order differential 
equations. In linear theory, several simplifications can be 
made enabling the total velocity potential to be expressed 
as a sum of different contributions. Each of these 
contributions has a specific physical meaning associated 
with well defined hydrodynamic actions. The main goal 
of linear frequency domain theory is to estimate the 
radiation potential which together with the incident wave 
potential are used to calculate the hydrodynamic 
coefficients and the exciting forces, the latter including 
diffraction effects.  
 



Trans RINA, Vol  153, Part A2, Intl J Maritime Eng, Apr-Jun 2011 

A - 138                   © 2011: The Royal Institution of Naval Architects 

The radiation potential problem is associated with the 
solution of the boundary value problem, which is derived 
from an application of Green's second identity to 
Laplace's equation and a suitable form of Green’s 
function. The numerical problem is then formulated by 
discretising the boundary of the domain in order to 
distribute singularities over it. The solution of the 
boundary value problem provides the strengths of these 
singularities and, hence, the velocity potential. 
 
A number of choices are available for the Green's 
function which dictates the extent of the domain 
discretisation and the boundary conditions to be satisfied. 
For instance, Inglis & Price [1] used the pulsating source 
Green's function, which satisfies the far field (radiation) 
boundary condition and the linearised free surface 
boundary condition. This approach, therefore, requires 
only discretisation of the hull wetted surface. On the 
other hand, Sclavounos et al [2] used the simplest and 
most flexible form of Green's function to carry out a 
linear seakeeping analysis by means of the Rankine panel 
method. This approach requires discretisation of the free 
surface, in addition to the hull wetted surface, in order to 
satisfy an appropriate free surface condition. In addition 
the far field boundary condition needs to be satisfied 
through appropriate numerical schemes. Incorporating 
the effects of forward speed in the linear frequency 
domain analysis can also be accomplished by a suitable 
choice of Green's function. In this context, Inglis & Price 
[3, 4] used a translating, pulsating Green’s function in 
order to incorporate the effects of the perturbations of the 
flow due to steady forward motion of the hull on the 
radiation potential.  
 
In seakeeping analysis, carried out using potential flow, 
the so called geometric nonlinear effects, in general, have 
three main sources of origin, namely the variation of the 
instantaneous wetted surface of the hull, higher order 
hydrodynamic actions and nonlinear free surface 
boundary condition. In order to tackle the sources of the 
nonlinearities, the assumptions involved in linear 
frequency domain analysis, such as a linearised free 
surface, small wave amplitudes and harmonic motion, 
need to be relaxed. This led to the development of a 
range of time domain potential flow methods with 
varying complexity depending on the nonlinear effects 
incorporated and the modelling of the free surface [5]. 
For example, Lin and Yue [6] used the time domain 
Green's function method, satisfying the exact body 
boundary condition on the instantaneous free surface and 
the linearised free surface condition on the flat free 
surface. Lin et al [7] extended this method to allow use 
of large wave amplitudes. Their approximation used the 
local free surface elevation to transform the hull 
geometry into a computational domain with a deformed 
body and a flat free surface. 
 
Bailey et al [8] used an alternative approach for 
estimating hydrodynamic actions which, still within the 
bounds of linear theory, allows for fluid memory effects 

to be incorporated in the modelling of ship motions 
through the use of convolution integrals. This 
methodology implies that impulse response functions 
(IRFs) are available for the hydrodynamic diffraction and 
radiation forces. In fact, the IRFs are calculated based on 
the results of a linear frequency domain potential flow 
analysis. This type of model is usually called a partly 
nonlinear model, because it accounts exactly for non 
linear hydrostatics and wave exciting forces (Froude-
Krylov), whilst the hydrodynamic radiation and 
diffraction effects are based on the mean wetted surface. 
The partly nonlinear model developed by Bailey et al [8] 
can be formulated either using the equilibrium axes, 
traditionally used for seakeeping, or the body (fixed) 
axes, traditionally used for manoeuvring. This model was 
extended and applied to various ship types by Ballard et 
al [9]. 
 
In this paper heave and pitch motions are investigated for 
the S175 containership travelling in head regular waves, 
for a range of forward speeds using linear and partly 
nonlinear methods. Pulsating and translating, pulsating 
source distributions over the mean wetted surface are 
used for the linear case [1, 4]. The partly nonlinear 
method developed by Bailey et al and Ballard et al [8, 9] 
is also applied, based on IRFs obtained from pulsating 
source hydrodynamic data, using a range of wave 
amplitudes or wave steepness values. Comparisons are 
made between the responses predicted by the different 
numerical methods and available experimental 
measurements by O’Dea et al [10]. The discussion 
focuses on possible ways of implementing fully 
nonlinear analysis to predict ship motions. 
 
 
2. LINEAR METHOD 
 
In this section a brief description of the main features of 
linear frequency domain theory is given. A more detailed 
description can be found in the literature [1]. The aim of 
linear frequency domain analysis is to solve Laplace's 
equation in the fluid domain, subject to the so called 
linearised boundary conditions, namely a boundary value 
problem. Once the boundary value problem is solved its 
solution is then used to estimate the hydrodynamic 
coefficients and the exciting forces acting on the ship. 
Subsequently the equations of motion, for each encounter 
frequency, are solved yielding transfer functions, or 
Response Amplitude Operators (RAOs) over the whole 
frequency range.  
 
It is customary in this approach to decouple the velocity 
potential into two parts namely, steady and unsteady. In 
addition, the unsteady potential is also decomposed into 
components relating to incident wave excitation, 
diffraction and radiation. Furthermore, if the ship is in 
the presence of plane progressive waves, both fluid and 
rigid body motions can be considered to be time 
harmonic [11]. Hence, the total velocity potential can be 
written in the following form: 
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In equation 1, the components M , φ0 and φ7 refer to 
steady, incident wave and diffraction potentials, 
respectively. The steady potential is assumed to be 
independent of time. The components φj (j=1 to 6) are 
the radiation potentials in surge, sway, heave, roll, pitch 
and yaw respectively, and ξj  is the corresponding 
displacement in each of these modes. In equation 1 x 
denotes the equilibrium axis along the ship, with the 
equilibrium axis system typically situated at the mean 
water line with its origin aligned with the longitudinal 
position of the center of gravity, z pointing upwards and 
y to port. U denotes forward speed and ωe the encounter 
frequency, evaluated in deep water. 
 
For the linear problem in the frequency domain 
simplified boundary conditions can be obtained. For the 
incident wave and diffraction potentials the impervious 
boundary condition on the hull can be applied, namely: 
 

S
n

on                0)( 70  
w
�w MM                                        (2) 

 
where S  denotes the mean wetted surface of the hull. 
For the radiation contribution the boundary condition 
physically states that the normal velocity of the fluid is 
the same as the normal velocity of the hull on its (mean) 
wetted surface. Its treatment is more subtle because, in 
the presence of forward speed, it accounts for 
contributions not only of the radiation potentials but also 
the steady potential. It is in order to simplify the 
treatment of the radiation boundary condition that some 
simplifications in the form of the steady flow are made. 
Neglecting second order terms the steady flow velocity, 
in the equilibrium axis system, is expressed as 
W=U )( x�M . The boundary condition for the radiation 
potentials then becomes [12] 
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where nj denote the components of the normal vector and 
the terms mj involve the influence of the steady flow 
[13]. If it is assumed that the perturbation of the flow due 
to steady forward motion can be neglected, then the mj 
terms can be further simplified to mj=0 for j=1,2,3,4 and 
m5=n3, m6=-n2 by uncoupling steady and unsteady flow 
effects, namely W=(-U, 0, 0). Ahmed et al [14] 
investigated the influence of steady potential on the body 
boundary condition given by equation 3, using both 
pulsating and translating, pulsating source formulations, 
and the subsequent hydrodynamic coefficients. Under 
these considerations, the linearised free surface boundary 
condition to be satisfied by the unsteady potentials is 
given by [1, 13] 
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Equation 4 further simplifies for simple harmonic 
variation with time, with the pulsating source satisfying 
the zero forward speed and the translating, pulsating 
source the forward speed dependent free surface 
condition, respectively [13]. The remaining far field 
boundary condition is satisfied by both the pulsating and 
translating, pulsating Green's functions; hence, the 
boundary value problem is well posed.  
 
Once the incident wave potential is given and the 
radiation and diffraction potentials are known one can 
estimate exciting forces and hydrodynamic coefficients 
at each encounter frequency. Therefore, the equations of 
motion for the ship in regular waves can be written as: 
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Equation 5 is a system of six simultaneous linear 
equations which are solved for the ship motions ξj. The 
coefficients Mij refer to the mass and inertia properties of 
the ship. Aij and Bij are hydrodynamic added mass and 
damping coefficients obtained from the radiation 
potentials [1]. Cij are the hydrostatic restoring 
coefficients and a is the wave amplitude of the regular 
wave. The quantities of interest in the present analysis 
are the heave and pitch motions, namely ξ3 and ξ5.  
 
 
3. PARTLY NONLINEAR METHOD 
 
In this section a summary of the main features of the 
partly nonlinear method is provided [8, 9]. The main goal 
is not to explain the method in detail, but rather describe 
the basic equations and link the impulse response 
functions to the estimation of the coefficients for the 
system of differential equations to be solved.  
 
In this paper when using the partly nonlinear method the 
ship motions are referenced to the body (fixed) axes. The 
body axes comprise an upright right handed coordinate 
axes Cxyz with the origin C at the centre of gravity of the 
hull, and Cxz in its longitudinal plane of symmetry.  
 
In the case of symmetric motions it can be shown that 
heave and pitch accelerations, w� and q� , can be written as 
a function of the heave and pitch velocities, w  and q, 
the displacement of the ship centre of gravity, zCG, the 
Euler pitch angle, θ and time t. That is to say:  
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In this equation matrix M contains the ship mass m and 
pitch moment of inertia Iyy, as well the infinite frequency 
value of the acceleration oscillatory coefficients, e.g. w

~
�Z . 

That is to say: 
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It is interesting to point out the analogy between w

~
�Z  and 

A33, q
~
�Z  and A35, w

~
�M  and A35 and q

~
�M  and A55, namely 

the acceleration oscillatory coefficients in the body axes 
and the added mass coefficients in the equilibrium axes. 
The relationships between these coefficients are given by 
Bailey et al [8]. 
 
The functions fw and fq physically represent the forces 
(for heave) and moments (for pitch) acting on the ship. 
These can be written as: 
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for heave, and  
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for pitch. In these equations the terms w

~Z , q
~Z , w

~M  and 

q
~M  contain the infinite values of the velocity oscillatory 

coefficients. These are analogous to the damping 
coefficients B33, B35, B53 and B55 used in the conventional 
seakeeping analysis and relationships between them and 
the oscillatory coefficients are given by Bailey et al [8]. 
The main difference is that the former are defined with 
reference to the body axes whereas the latter are, by 
definition, expressed in the equilibrium axes. In 
equations 8 and 9 Zτ and Mτ are the forces and moments 
due to radiation potentials. These are expressed in terms 
of convolution integrals, namely: 
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In equations 10 and 11 zw

* and zq
* represent the heave- 

heave and heave-pitch IRFs, whereas mw
* and mq

* are the 
pitch-heave and pitch-pitch IRFs. In the present work 
these IRFs are obtained from the frequency domain 
hydrodynamic data (i.e. hydrodynamic damping 
coefficients) through the use of discrete Fourier 
transforms. Thus, it can be seen that these hydrodynamic 

forces and moments are with reference to the mean 
wetted surface. 
 
The terms Zαr and Mαr in equations 8 and 9 account for 
the wave disturbance (incident and diffraction) and 
restoring actions. The Froude-Krylov (incident wave) 
and restoring actions are evaluated over the instantaneous 
wetted surface. This requires discretisation (i.e. 
panelling) of the entire surface of the ship, up to the main 
deck, and identification of the instantaneous attitude of 
the ship with respect to the incident wave. Subsequently 
the pressures over the instantaneous underwater portion 
of the hull are summed up to provide relevant forces and 
moments. On the other hand the diffraction actions are 
evaluated in a manner similar to equation 10 or 11. That 
is to say the frequency domain diffraction force (or 
moment) provides an IRF, through discrete Fourier 
transform, and the diffraction actions (with respect to the 
mean wetted surface) are expressed as convolution 
integrals [9]. 
 
Finally, the time domain evaluation of the vessel’s mo-
tions is carried out using a fourth order Runge-Kutta 
method in which the velocities are calculated for a set of 
time steps of a fixed increment. At the start of a 
simulation, the calm water equilibrium position of the 
vessel is determined. The subsequent motions are then 
calculated with reference to this initial position [9]. 
 
 
4. RESULTS 
 
The methods outlined in sections 2 and 3 are applied to 
the prediction of the motions of the S175 container ship 
travelling in regular head waves. The main particulars of 
the containership are shown in Table 1. The body plan of 
the S175 container ship is shown in Figure1.  
 
The first step is to identify a suitable idealization of the 
mean wetted surface, in terms of obtaining a converged 
solution with the number of panels used. To this end 
panel numbers between 288 and 2358 were used to 
idealise the mean wetted surface, ensuring an adequate 
panel aspect ratio of 2:1 [15]. The crudest and finest 
mean wetted surface idealizations are shown in Figures 
2(a, b) respectively.As an example the variation of heave 
and pitch non-dimensional damping coefficients, 
obtained from the pulsating source method, for different 
mean wetted surface idealizations are shown in Figure 3 
for Fn=0.2. Examining the dependence of all the 
hydrodynamic coefficients on number of panels used, it 
was concluded that use of 288 panels showed large 
differences compared to other idealizations. Furthermore 
the results using 1058, 1450 and 2358 panels showed 
negligible differences, indicating that convergence has 
been achieved. This is confirmed by the heave 
(heave/wave amplitude) and pitch (pitch/maximum wave 
slope) RAOs shown in Figure 4 for Fn=0.2. Based on 
this results the mesh with 1058 panels was selected to 
perform the remainder of the linear seakeeping analysis.  
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In addition, for the mesh up to the deck used for the 
partly non linear method, the panel size was held as close 
as possible to the panel size of the mean wetted surface 
idealization with 1058 panels. This resulted in a mesh of 
the S175 model up to deck line with 2880 panels, shown 
in Figure 2(c). It should be noted that although the range 
of encounter frequencies shown in Figure 3 is limited, 
the hydrodynamic coefficients were evaluated for a 
larger range of encounter frequencies in order to obtain 
an accurate discrete Fourier transform to obtain the IRFs 
[9]. 
 
There are two sets of results. The first set comprises 
variation of heave and pitch RAOs with encounter 
frequency for a range of Froude numbers; Fn=0.2, 0.25 
and 0.275 when using the pulsating source and partly 
nonlinear methods, Fn=0.2 and 0.275 when using the 
translating, pulsating source method. In the case of the 
partly nonlinear analysis three wave amplitudes are 
investigated, i.e. a=1, 3 and 5 m. These results are shown 
in Figures 5, 6 and 7 for Froude numbers Fn= 0.2, 0.25 
and 0.275, respectively. It should be noted that the pitch 
RAO is in the form of pitch amplitude (rads)/wave 
amplitude. The reason for this choice is that the 
numerically predicted pitch RAO, defined as 
pitch/maximum wave slope, tends to large values when 
the frequency tends towards zero due to the division of 
two relatively small numbers. This can be clearly seen in 
Figure 4.  
 
First let us focus on the trends of the predictions obtained 
by the partly nonlinear method. The differences in 
predicted RAOs due to different wave amplitudes 
become notable in the vicinities of the peaks. For both 
heave and pitch RAOs and all Froude numbers 
investigated a decrease is observed, in general, in the 
RAO with increasing wave amplitude. A notable 
exception to this trend relates to the heave RAOs at ωe=1 
rad/s for all Fn values. In fact for Fn=0.275 the heave 
RAO predicted in 5m amplitude waves is nearly zero and 
out of line with the general trends observed. It should be 
noted that a wave amplitude a=5m corresponds to a 
rather steep wave, i.e. wave steepness values ka in excess 
of 0.12, as can be seen from Table 2. The predicted pitch 
RAO, at the same frequency also shows mixed trends 
with the pitch RAO for a=3m being larger or same as that 
for a=1m, at Fn=0.25 and 0.275, respectively. The rate of 
decreases in the heave RAOs with increasing wave 
amplitude remains more or less unchanged with 
increasing Froude number. On the other hand this rate 
increases with increasing Froude number for the pitch 
RAOs, as can be seen by comparing Figures 5, 6 and 7.  
 
In general the rate of change in the RAOs is larger from 
1m to 3m wave amplitude and smaller from 3m to 5m 
wave amplitude. This requires further investigation and 
validation to establish whether it is a real trend or due to 
the partly nonlinear method reaching the limits of its 
validity. 
 

It is important to compare the differences between the 
RAOs predicted by the linear pulsating source method 
and the partly nonlinear method. For the lowest of 
forward speeds (Fn=0.2) the linear heave RAO is smaller 
than the partly nonlinear prediction for a=1m. The heave 
RAOs predicted by the partly nonlinear method for a=1m 
are the same and smaller than the linear predictions for 
Fn=0.25 and 0.275, respectively. The trend observed for 
Fn=0.2 is contrary to expectations of the behaviour of 
nonlinear methods. As this effect seems to be more 
pronounced at low speeds it may be linked to the 
differences in the hydrostatic restoring actions between 
the linear method based on the mean wetted surface and 
the partly nonlinear method using the instantaneous 
wetted surface. Thus it may be possible to argue that at 
higher Froude numbers the hydrodynamic actions have a 
more pronounced effect, hence decreasing the influence 
of the differences in the hydrostatic restoring coefficient. 
On the other hand the pitch RAOs predicted by the 
pulsating source method are, in general, larger than the 
partly nonlinear predictions for all Froude numbers. 
Nevertheless for Fn=0.275 the pitch RAO predicted by 
the partly nonlinear method for a=1m is very close to the 
linear (pulsating source) prediction. The aforementioned 
reasoning on the differences of the hydrostatic 
coefficients may also explain the trends observed when 
comparing linear and partly nonlinear pitch predictions. 
This issue requires further investigation. 
 
The RAO predictions obtained from the translating 
pulsating source method are shown in Figures 5 and 7, 
for Fn=0.2 and 0.275, respectively. The heave RAOs 
predicted by the pulsating and the translating, pulsating 
source methods are comparable for both Froude 
numbers. At the highest speed (Fn=0.275) the pitch 
RAOs predicted by the translating, pulsating source are 
much higher than the pulsating source predictions, peak 
values approximately 3.5 times higher. Examining the 
pitch damping coefficient B55, shown in Figure 3, it can 
be seen that the value predicted by the translating, 
pulsating source method is much lower than that of the 
pulsating source method in the frequency range where 
the pitch RAO peaks. Similar trends between pulsating 
and translating, pulsating source predictions, at relatively 
high Froude numbers were observed for a NPL hull form 
[16]. This is an important issue in terms of the 
applicability of the translating, pulsating source method, 
especially at higher speeds. The influence of the steady 
flow and its effect on the body boundary conditions 
(rather than using the simplified conditions given by 
Equation 3) may provide an explanation of the 
differences observed [14]. 
 
The second set of results provides heave and pitch RAOs 
for three wave to ship length ratios, namely λ/L= 1.0, 1.2, 
1.4, a range of wave steepness values ka and two Froude 
numbers Fn=0.2 and 0.275. These are shown in Figures 8 
and 9, respectively. The results predicted by the partly 
nonlinear method are compared with the experimental 
measurements presented by O’Dea et al [10]. The 
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corresponding linear pulsating source predictions are also 
shown, in the form of constant lines for each λ/L value. 
The relationships between various wave properties for 
this second set of results are shown in Table 2. 
 
The basic trend displayed by the experimental results, 
namely a decrease in RAOs with increasing wave 
steepness ka is observed in all predictions by the partly 
nonlinear method, except for λ/L= 1.0 and Fn=0.275 
where the predictions show a small increase with 
increasing ka values. It can be seen from Table 2 that this 
corresponds to ωe=1 in Figure 7 and was discussed 
above. It is interesting to note that both heave and pitch 
RAOs in Figure 7 show a decrease when a=5m, tying up 
with the experimental trends for ka values in excess of 
0.12. Heave RAOs predicted by the partly nonlinear 
method are higher than the experimental measurements, 
as well as the linear predictions by the pulsating source 
method, for Fn=0.2. Pitch RAOs predicted by the partly 
nonlinear method are a little higher than the experimental 
measurements, and the pulsating source prediction, for 
λ/L=1 and Fn=0.2. For the same Fn=0.2, pitch RAOs 
predicted by the partly nonlinear method are lower than 
the experimental measurements, and closer to these 
measurements than the linear prediction, for λ/L=1.2 and 
1.4. Heave RAOs predicted by the partly nonlinear 
method are closer to the experimental measurements, 
though a little higher, than the linear pulsating source 
prediction for λ/L=1.2 and 1.4 and Fn=0.275. Pitch 
RAOs predicted by the partly nonlinear method for 
Fn=0.275 and for λ/L=1.2 and 1.4 are close to each other, 
as are the linear predictions, and close to the 
experimental measurements for λ/L=1.4, but higher than 
the measurements for λ/L=1.2. Overall it can be said that 
the partly nonlinear method offers improvement in 
predictions with reference to trends with increasing wave 
steepness. The quantitative agreement, based on the 
limited set of measurements used here, is reasonably 
good, although it can be patchy on occasion. 
 
 
5. INVESTIGATING NONLINEAR 

MOTIONS 
 
The results discussed in section 4 demonstrate the need 
for further comparison studies with experimental 
measurements for a range of ship types and operational 
conditions. Such tests will ascertain the range of validity 
of partly nonlinear methods. Furthermore, they 
emphasize the need for the development of methods that 
allow for nonlinearities in the radiation and diffraction 
potentials.  
 
Fully nonlinear methods are, in theory, capable of 
accounting for the non linear effects in potential flow. 
Developments in this direction mainly rely on the mixed 
Eulerian Lagrangian (MEL) description of the flow. The 
foundation of the MEL method was established 
originally to simulate steep waves in two dimensions by 
Longuet-Higgins & Cokelet [17]. The main idea behind 

the MEL scheme is to approximate the nonlinear solution 
by solving a linear problem at each time step, the so 
called initial boundary value problem. Thus, at each time 
step, the simulation can be split in two main steps. 
During the first step (Eulerian phase), given a set of 
suitable boundary conditions (Dirichlet, Neumann or 
sometimes both conditions) the conventional boundary 
integral equations (BIE) are solved and the velocity 
potential and its velocity field are calculated. In the 
second step (Lagrangian phase), the position and the 
velocity potential of the free surface are updated 
explicitly by the velocity field calculated in the Eulerian 
phase. The process is then repeated for the next time 
step. 
 
MEL schemes, because of their flexibility, have been 
applied to a broad range of hydrodynamic problems. For 
instance, Beck et al [18] used a desingularised boundary 
element solver, based on the indirect Rankine panel 
method, to carry out seakeeping analysis, in two and 
three dimensions, of simple hull forms. Liu et al [19] 
applied a higher order direct Rankine panel method to 
simulate overturning waves in three dimensions and to 
model the hydrodynamic resistance problem of a Series 
60 hull form. Unfortunately, although relatively simple in 
theory, MEL implementations bring their own problems 
especially in the presence of the floating body, due to the 
mixed nature of the boundary value problem. Bai & 
Eatock Taylor [20] discuss a range of problems when 
carrying out simulations of  motions of flared floating 
structures in the context of non linear potential flow 
theory. These include the double node boundary 
condition and its influence on the derivatives of the 
potentials and the decoupling of the diffraction problem. 
In fact, problems encountered in the implementation of 
MEL have been limiting its application to more realistic 
hull forms and more realistic problems [21].  
 
It is also worth pointing out that due to its Lagrangian 
feature MEL schemes are interface tracking schemes. 
This is in contrast to most of the CFD RANS (Reynolds 
Averaged Navier Stokes equations) schemes which, 
when applied to the seakeeping problem, model the free 
surface behaviour based on an interface capturing 
scheme (Eulerian scheme). There are a number of 
different methods for capturing the interface evolution in 
an Eulerian framework. Most of them are based on 
convecting the volume fraction of water, so called 
volume of fluid method, VoF [e.g. 22]. Another 
possibility is to use level set theory. Accordingly, once 
the velocity field is given, the free surface is convected 
as a level set function [e.g. 23, 24]. Applications of 
interface capturing methods to the fluid-structure 
interactions problem, although computationally more 
expensive than MEL (i.e. interface tracking) schemes, 
has made considerable progress during recent years [e.g. 
22, 25]. An interesting approach, which is currently 
being investigated, is to try and combine a level set 
interface capturing technique with a non linear potential 
flow solver. In this approach, at each time step, the 
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mixed boundary value problem is solved providing the 
velocity field. A level set approach is then used to 
convect the free surface for the computed velocity field. 
The process is then repeated at each time step. The main 
advantage of this approach is that the domain can be 
described by a signed distance function which 
considerably simplifies the mesh generation procedure 
[24]. An obvious disadvantage is the fact that an Eulerian 
grid needs to be introduced, which increases the size of 
problem. 
 
 
6. CONCLUSIONS 
 
An investigation has been carried out comparing 
predictions obtained from three-dimensional linear, 
pulsating and translating, pulsating source, and partly 
nonlinear methods, together with comparisons with 
available experimental measurements. The S175 
containership, travelling regular head waves at a range of 
Froude numbers and wave amplitudes, was used as an 
example for this investigation. 
 
Based on this limited investigation it can be concluded 
that the partly nonlinear method offers, in general, 
improvements in predicting heave and pitch RAOs. 
Nevertheless, more comparisons with experimental 
measurements are necessary in order to establish the 
range of validity of this method. 
 
In the case of linear methods, the pulsating source 
method produces better predictions, by comparison to the 
translating, pulsating source method at reasonably high 
Froude numbers. The influence of steady flow on the 
translating, pulsating source method needs further 
investigation. 
 
The quality of the agreement with experimental 
measurements tends to emphasize the need for 
development of nonlinear methods, still within the 
potential flow domain, accounting for nonlinearities in 
radiation and diffraction potentials. The difficulties in 
obtaining such a numerically stable method were 
discussed. 
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Length between perpendiculars (m) 175 
Beam (m) 25.4 
Depth (m) 15.4 
Draught (m) 9.5 
Displacement (tonnes) 24860 
Pitch radius of gyration (m) 42.1 

Table 1: Main particulars of the S175 container ship 
 

 
Figure 1: Body plan of the S175 container ship 
 

Figure 2: Idealization of the surface of the S175 
containership; (a) 588 and (b) 2358 panel idealizations of 
mean wetted surface, (c) 2880 panel idealization of the 
whole surface up to deck for the partly nonlinear method 

 λ/L=1.4 λ/L=1.2 λ/L=1.0 
ω (rad/s) 0.500 0.54 0.59 
ωe (rad/s), 
Fn=0.20 

0.71 0.79 0.89 

ωe (rad/s), 
Fn=0.275 

0.79 0.88 1.01 

k (1/m) 0.025 0.030 0.036 
ka a (m) 

0.01 0.39 0.34 0.28 
0.04 1.56 1.34 1.12 
0.08 3.12 2.68 2.23 
0.12 4.68 4.02 3.35 

Table 2: Relationship between wave length, wave 
frequency, wave amplitude and wave slope; encounter 
frequency in regular head waves 
 
 
 

Figure 3: Non-dimensional heave and pitch damping 
coefficients (Fn=0.2) obtained using the pulsating source 
(various panel numbers on mean wetted surface) and the 
translating, pulsating source (1058 panels on mean 
wetted surface) 

(a) 

(b) 

(c) 
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Figure 4: Illustration of convergence for the heave and pitch RAOs, with various panel numbers on the mean wetted 
surface, obtained using the pulsating source method for the S175 containership travelling in head regular waves, Fn=0.2 
 
 

Figure 5: Heave and pitch transfer functions for the S175 containership travelling in head regular waves, Fn=0.2; 
comparison of linear (pulsating and translating, pulsating source) and partly nonlinear (PNL) methods 
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Figure 6: Heave and pitch transfer functions for the S175 containership travelling in head regular waves, Fn=0.25; 
comparison of linear (pulsating source) and partly nonlinear (PNL) methods 
 
 
 

Figure 7: Heave and pitch transfer functions for the S175 containership travelling in head regular waves, Fn=0.275; 
comparison of linear (pulsating and translating, pulsating source) and partly nonlinear (PNL) methods 
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Figure 8: Comparison of numerical (partly nonlinear and linear, pulsating source) and experimental heave and pitch 
RAOs for the containership travelling in head regular waves, Fn=0.2 
 
 
 

Figure 9: Comparison of numerical (partly nonlinear and linear,  pulsating source) and experimental heave and pitch 
RAOs for the containership travelling in head regular waves, Fn=0.275 
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