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SUMMARY

Intelligent learning represents a dynamic approach to education that provides innovative technologies and personalized 
methodologies to enhance learning outcomes. Intelligent teaching adapts instruction to the individual needs, preferences, 
and progress of each student. This approach enables educators to tailor curriculum delivery, identify areas for improvement, 
and provide timely feedback, fostering a more engaging and effective learning environment. Moreover, intelligent teaching 
promotes collaborative learning experiences and encourages critical thinking skills, preparing students for success in 
an increasingly digital and interconnected world. This paper proposed a framework of Generative Platform-Oriented 
Intelligent Deep Neural Network (GPoIDNN) for Korean language teaching in Universities. The proposed GPoIDNN 
network comprises a social media platform for the promotion of Korean language teaching among students. With the 
GPoIDNN platform, a Generative network is implemented for the analysis of the factors involved in Language teaching 
in universities. The platform considered for the proposed model is Weibo for acquiring in-depth information about the 
language learning process. Upon the estimated features GPoIDNN uses the Generative Deep Neural Network platform for 
the classification and examination of the student performance. With the Weibo platform in social media, the Generative 
network constructs the intelligent teaching system for the Korean language teaching process in University students. The 
examination of student performance demonstrated that the proposed GPoIDNN model improves the student learning of 
Korean language with improved by 73% through the intelligent model. Further, the keywords and opinions classified with 
the GPoIDNN model exhibits a higher classification rate of 0.98 based on the opinion of the students in the universities. 
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NOMENCLATURE

DNN  Deep Neural Network   
ANN  Artificial Neural Network
NLP  Natural Language Processing  
GPoIDNN  Generative Platform-Oriented Intelligent 

Deep Neural Network

1. INTRODUCTION

Automatic numbering systems must not be used. A deep 
neural network (DNN) is a type of artificial neural network 
(ANN) that consists of multiple layers of interconnected 
nodes, or neurons [1]. Each neuron in a layer is connected 
to every neuron in the adjacent layers, forming a highly 
interconnected network. The term “deep” refers to the 
presence of multiple hidden layers between the input and 
output layers of the network [2]. Deep neural networks have 
gained popularity and demonstrated remarkable success in 
various fields, including image and speech recognition, 
natural language processing, and reinforcement learning 
[3]. The depth of the network allows it to learn complex 
hierarchical representations of data, enabling it to extract 

meaningful features from raw input. During the training 
process, deep neural networks use algorithms such as 
backpropagation to adjust the weights of connections 
between neurons, optimizing the network’s ability to 
accurately predict outputs for given inputs [4]. The 
availability of large datasets and advances in computational 
power, along with improvements in algorithms and 
network architectures, have contributed to the widespread 
adoption and effectiveness of deep neural networks in 
solving complex problems across different domains [5]. 
Despite their effectiveness, deep neural networks also 
pose challenges such as overfitting, vanishing gradients, 
and computational complexity. Researchers continue to 
explore techniques to address these challenges and further 
enhance the performance and efficiency of deep learning 
models [6].

Language teaching in universities encompasses a broad 
spectrum of methodologies, approaches, and goals aimed 
at fostering proficiency and fluency in various languages 
[7]. Typically, university language programs offer courses 
ranging from introductory levels for beginners to advanced 
levels for more proficient speakers. These programs 



A-488 ©2024: The Royal Institution of Naval Architects

ICARI, VOL 1, ISSUE 1, CURRENT TRENDS IN RESEARCH AND INNOVATION, 2024

often emphasize the development of listening, speaking, 
reading, and writing skills, as well as cultural competence 
and intercultural communication [8]. University language 
teaching may incorporate a variety of pedagogical 
strategies, including communicative language teaching, 
task-based learning, and content-based instruction [9]. 
Communicative language teaching focuses on real-life 
communication and interaction, while task-based learning 
engages students in meaningful language tasks to achieve 
specific goals [10]. Content-based instruction integrates 
language learning with subject matter content, providing 
students with opportunities to acquire language skills 
while studying academic disciplines [11]. In addition to 
classroom instruction, university language programs may 
offer immersion experiences, study abroad opportunities, 
language labs, and multimedia resources to enhance 
language learning. Professors and instructors often 
employ a combination of traditional teaching methods 
and technology-based tools to engage students and create 
dynamic learning environments [12]. Furthermore, 
language teaching in universities aims to promote cross-
cultural understanding and appreciation of linguistic 
diversity. By exposing students to different languages 
and cultures, universities play a crucial role in preparing 
individuals for global citizenship and intercultural 
communication in an increasingly interconnected 
world [13].

Neural networks in language teaching at universities 
represents a cutting-edge approach to enhance language 
learning experiences. Neural networks, particularly 
artificial neural networks (ANNs), can be employed 
to develop intelligent language tutoring systems that 
adapt to individual student needs [14]. These systems 
leverage the power of deep learning algorithms to analyze 
linguistic patterns, assess learner proficiency, and provide 
personalized feedback [15]. By utilizing natural language 
processing (NLP) capabilities, neural network-based 
language teaching tools can offer interactive and dynamic 
exercises, facilitating the acquisition of listening, speaking, 
reading, and writing skills. Additionally, neural networks 
can assist in addressing common challenges in language 
learning, such as accent recognition and pronunciation 
improvement [16]. Speech recognition models powered 
by neural networks enable real-time assessment of spoken 
language, offering learners targeted guidance to enhance 
their oral communication skills [17]. Moreover, the 
integration of neural networks can facilitate the creation 
of virtual language environments, simulating immersive 
language experiences that go beyond traditional classroom 
settings [18]. The adaptive nature of neural networks 
allows for the continuous monitoring of students’ progress 
and the automatic adjustment of lesson plans based on 
individual performance. This personalized and data-
driven approach not only tailors language instruction to 
individual needs but also enhances the overall efficiency 
of language teaching programs in universities [19]. The 
synergy between advanced technology and traditional 

language pedagogy creates a dynamic and engaging 
learning environment, preparing students for effective 
communication in multicultural and global contexts [20]. 
As technology continues to evolve, the incorporation of 
neural networks in language teaching at universities holds 
the potential to revolutionize language education, making 
it more interactive, accessible, and tailored to the diverse 
learning styles of students.

The paper makes several significant contributions to the 
field of language teaching and learning in university. 
The paper introduces the Generative Platform-Oriented 
Intelligent Deep Neural Network (GPoIDNN), a novel 
framework specifically tailored for language teaching. 
GPoIDNN harnesses the power of deep learning and 
generative networks to analyze student engagement 
patterns, content preferences, and language proficiency 
indicators derived from social media platforms like 
Weibo. Enhanced Understanding of Student Engagement 
with Weibo data, GPoIDNN provides insights into student 
engagement behaviors and preferences related to language 
learning. This deep understanding allows educators to tailor 
instructional materials and activities to better resonate with 
students’ interests and learning styles.  GPoIDNN facilitates 
precise assessment of student language proficiency levels. 
By accurately analyzing language proficiency indicators, 
GPoIDNN offers educators valuable insights into individual 
student progress and proficiency improvement rates over 
time. The paper lays the groundwork for an intelligent 
teaching system driven by GPoIDNN. This system can 
dynamically adapt language teaching methodologies 
based on real-time student engagement data, fostering a 
more personalized and effective learning experience for 
students. The development and application of GPoIDNN 
represent a significant advancement in the integration of 
deep learning techniques within educational contexts. By 
demonstrating the effectiveness of GPoIDNN in language 
teaching, the paper opens up new avenues for leveraging 
artificial intelligence and machine learning in educational 
settings.

2. LITERATURE SURVEY

The literature survey establishes the current state of 
knowledge in the field, assesses the methodologies 
employed in previous studies, and highlights key findings. 
This introductory paragraph aims to contextualize the 
importance of the literature survey, emphasizing its 
role in shaping the research landscape, informing the 
research questions, and guiding the methodology and 
interpretation of results. As an integral part of the research 
process, a thorough literature survey not only showcases 
the researcher’s familiarity with existing scholarship but 
also contributes to the generation of new insights and the 
advancement of knowledge within the chosen academic 
domain. Li’s (2022) exploration of the “Intelligent 
Online Piano Teaching System” emphasizes the fusion 
of deep learning, particularly recurrent neural network 
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models, with music education. This application suggests 
a paradigm shift in how musical skills are imparted and 
acquired, with the potential to offer personalized and 
adaptive learning experiences. Nagra et al.’s (2022) 
work delves into sentiment analysis, a field crucial 
for understanding human emotions and opinions. The 
utilization of a faster recurrent convolutional neural 
network to analyze sentiments in Roman Urdu datasets 
not only showcases the cross-cultural applicability of deep 
learning but also underscores its potential for processing 
and understanding human language in nuanced contexts. 
In the realm of human-computer interaction, Kwon et al. 
(2023) present a “Three-Axis Accelerometer-Based Silent 
Speech Interface” employing deep neural networks. This 
innovative approach holds promise for individuals with 
speech impairments, highlighting the transformative 
potential of deep learning technologies in augmenting 
communication interfaces.

Bashir et al.’s (2023) context-aware emotion detection 
from low-resource Urdu language extends the applications 
of deep neural networks into linguistics and cultural 
contexts. The study demonstrates the adaptability of these 
models to languages with limited resources, a significant 
stride in making advanced technologies more inclusive 
and accessible. The realm of education technology is 
also prominently featured. Alsayat and Ahmadi’s (2023) 
hybrid method for learner satisfaction analysis in online 
learning platforms underscores the potential of deep 
neural networks and text mining to enhance educational 
experiences through data-driven insights. This application 
not only caters to the growing field of online education 
but also addresses the need for personalized and effective 
learning experiences. The landscape of deep neural 
network applications extends further into niche areas, with 
Assael et al.’s (2022) work on restoring and attributing 
ancient texts using deep neural networks. This application 
underscores the potential for AI to contribute to historical 
and cultural preservation, showcasing the ability of deep 
learning to analyze and reconstruct ancient documents, 
paving the way for new insights into human history. In 
the realm of medical imaging, Abdou’s (2022) literature 
review on efficient deep neural network techniques for 
medical image analysis addresses a critical aspect of 
healthcare technology. The potential for deep learning to 
enhance the accuracy and efficiency of medical diagnostics 
suggests a transformative impact on patient care and 
diagnostic processes.

The exploration of caricature style identification by 
Wang and Kim (2022) delves into the intersection of art 
and technology, showcasing how deep neural networks 
can be applied to subjective and artistic domains. This 
application opens up possibilities for AI to contribute to 
creative processes and aesthetic analysis. Chen et al.’s 
(2022) construction and analysis of an emotion recognition 
and psychotherapy system for college students under 
convolutional neural network and interactive technology 

exemplify the integration of AI into mental health support 
systems. The use of deep learning in this context suggests 
potential advancements in personalized mental health 
interventions and support. Aseffa et al.’s (2022) work 
on Ethiopian banknote recognition using convolutional 
neural networks highlights applications in security and 
authentication, showcasing how deep learning can be 
utilized for object recognition and classification in real-
world scenarios. Safarov et al.’s (2023) deep learning 
recommendations for e-education based on clustering 
and sequence analysis represent the fusion of AI with 
educational technology, potentially revolutionizing how 
educational content is delivered and personalized for 
individual learners. The personalized lane-keeping system 
for autonomous vehicles by Jeong (2022) introduces 
deep neural networks into the realm of autonomous 
transportation, emphasizing the role of AI in ensuring 
safety and efficiency in cutting-edge technologies. The 
exploration of target detection methods in sustainable 
outdoor education by Yang et al. (2023) showcases the 
potential of deep learning to enhance environmental 
monitoring and education, contributing to sustainable 
practices and resource management. Xu’s (2022) analysis 
and optimization of flute playing and teaching systems 
demonstrate the applicability of deep neural networks in 
the domain of music education. This work suggests the 
potential for AI to contribute to personalized and adaptive 
learning experiences in artistic disciplines. Miah et al.’s 
(2023) multi-stream general and graph-based deep neural 
networks for skeleton-based sign language recognition 
highlight the potential of AI in facilitating accessibility and 
communication for individuals with hearing impairments.

The integration of machine learning and the Internet 
of Things in the evaluation of English teaching 
effectiveness in colleges by Shang (2022) underscores 
the interdisciplinary nature of AI applications, combining 
technologies to address complex challenges in educational 
assessment and improvement. The literature review 
highlights the wide-ranging applications and potential 
benefits of deep neural networks (DNNs) across diverse 
domains, it is crucial to acknowledge certain limitations 
inherent in their implementation. One primary concern 
is the demand for substantial computational resources, 
especially in training complex DNN models. The training 
process often requires extensive computing power and 
can be computationally expensive and time-consuming, 
posing challenges for researchers and organizations 
with limited access to high-performance computing 
infrastructure. Additionally, the black-box nature of DNNs 
remains a limitation, as understanding the inner workings 
and decision-making processes of these intricate models 
can be challenging. This lack of interpretability raises 
concerns about accountability, ethical considerations, and 
the potential for biased or unfair outcomes, especially in 
applications with significant societal implications, such as 
healthcare or criminal justice. Moreover, the need for large 
labeled datasets for effective training can be a constraint, 
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particularly in domains where acquiring such datasets is 
challenging or expensive. Additionally, issues related to 
overfitting, generalization, and robustness in real-world 
scenarios remain active areas of research, highlighting 
the importance of addressing these challenges for the 
widespread and responsible deployment of deep neural 
networks across various disciplines.

3. PLATFORM-ORIENTED WEIBO

The emergence of platform-oriented Weibo, or 
microblogging platforms, has introduced a dynamic and 
interactive dimension to language teaching. Weibo, a 
prominent social media platform in China, facilitates 
concise and real-time communication, making it an 
engaging tool for language educators. In language teaching, 

these platforms serve as virtual classrooms where students 
can actively participate in language learning activities, 
share content, and engage in discussions. The concise 
nature of Weibo posts encourages brevity and clarity in 
language use, promoting effective communication skills. 
Moreover, the multimedia capabilities of Weibo, such as 
the integration of images, videos, and links, provide diverse 
resources for language instruction. Educators can leverage 
these features to share authentic language content, conduct 
virtual language exchange activities, and create interactive 
assignments that prompt students to respond creatively 
within the platform. However, challenges may arise, such 
as managing the public nature of posts and ensuring a 
balance between informal communication and adherence 
to formal language norms. Despite these considerations, 
platform-oriented Weibo presents a promising avenue for 

Figure 1. Platform-Oriented Korean Language Teaching with GPoIDNN

Figure 2. Deep Learning Network in GPoIDNN
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language teaching, offering an innovative and culturally 
relevant approach that aligns with the communicative 
nature of language acquisition in today’s digital era.

The proposed GPoIDNN architecture for Korean language 
teaching is presented in Figure 1 and Figure 2 illustrated 
the deep learning framework model for the GPoIDNN. 
Platform-oriented Weibo, within the context of language 
teaching, harnesses the attributes of microblogging 
platforms to create a dynamic and engaging learning 
environment. These platforms, epitomized by Weibo in 
China, feature attributes that make them uniquely suited 
for language instruction. One prominent feature is the 
succinct nature of Weibo posts, characterized by a limited 
character count. This limitation encourages students to 
express themselves concisely, honing their ability to 
convey information effectively within the constraints 
of brevity. It also mirrors real-world communication 
scenarios where clarity and succinctness are valued. The 
real-time and interactive nature of Weibo allows language 
educators to foster immediate and ongoing communication 
with students. This attribute transforms Weibo into a 
virtual classroom where students can actively participate 
in discussions, share thoughts, and receive timely feedback 
from both peers and instructors. The platform’s multimedia 
capabilities, including the integration of images, videos, 
and links, offer diverse and authentic language resources. 

Educators can leverage these features to introduce culturally 
relevant content, enhance comprehension through visual 
aids, and create interactive assignments that require students 
to engage with a variety of media. The public nature of 
Weibo posts poses challenges. Striking a balance between 
informal, everyday communication and adhering to formal 
language norms can be delicate, and instructors must 
guide students in navigating this aspect. Emphasizing the 
importance of maintaining a level of professionalism while 
leveraging the platform’s informal nature for language 
practice becomes crucial. The platform-oriented Weibo 
approach aligns with the communicative and collaborative 
nature of language learning in the digital age. It provides a 
space where students can actively use the target language in 
authentic contexts, fostering language proficiency, cultural 
understanding, and digital literacy skills. The attributes 
of immediacy, conciseness, interactivity, and multimedia 
integration collectively position platform-oriented Weibo 
as a promising tool for innovative and culturally relevant 
language teaching practices. Table 1 shows description of 
Weibo.

4. GPOIDNN FOR THE KOREAN 
LANGUAGE TEACHING

The Generative Platform-Oriented Intelligent Deep Neural 
Network (GPoIDNN) for Korean language teaching in 
universities involves the integration of a generative network 
within a social media platform, specifically Weibo, to 
analyze factors influencing language teaching. Let ( )J θ  
represent the objective function of the GPoIDNN, where 
θ  denotes the parameters to be optimized. The objective 
is to maximize the generative capability of the network for 
effective language teaching denoted in equation (1)

( ) ( )N
ii 1

J  log P x |Langauge Teaching Factors,
=

θ = θ∑  (1)

In equation (1) N is the number of data samples, and xi  
represents the language teaching outcomes. The generative 
model in GPoIDNN can be formulated as a conditional 
probability distribution. Given a set of language teaching 
factors F, the model aims to generate language learning 
outcomes X defined as ( )| ,P X F θ . The generative model 
within GPoIDNN is implemented using a deep neural 
network. The architecture may include multiple layers, such 
as input layers for language teaching factors, hidden layers 
for feature representation, and output layers for generating 
language learning stated in equation (2) and equation (3)

( )i ih i 1 ix i hh f W h W x b−= + +  (2)

( ) ( )oh i 0P X|F, g W h bθ = +  (3)

In equation (2) and equation (3) hi  represents the hidden 
layer activations, Wih  and Wix are weight matrices, bh  is 
the bias term, f is the activation function, and g is the output 

Table 1. Description of Weibo

Attribute Description
Platform Weibo

Type Microblogging platform
Character Limit 140 to 2,000 characters, depending on 

the type of post
Communication 

Style
Real-time, brief, and concise 

 communication
Multimedia 
 Integration

Supports images, videos, links, and 
other multimedia content

Interactivity Allows for immediate and interactive 
communication through comments, 

likes, and shares
Educational Use Virtual classroom environment for 

language teaching
Language Practice Encourages students to express them-

selves succinctly, fostering language 
proficiency

Cultural Relevance Enables the integration of culturally 
relevant content, enhancing language 

and cultural learning
Challenges Balancing informal communication 

with adherence to formal language 
norms; public nature of posts

Pedagogical 
 Opportunities

Real-world language use, collabo-
rative learning, multimedia-based 

 assignments
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activation function. The Weibo platform serves as the 
source of data for the GPoIDNN. The language teaching 
factors F are derived from the information gathered on 
Weibo regarding the language learning process. This 
integration helps capture real-world language learning 
dynamics stated in equation (4)

   F Extracted Information fromWeibo=  (4)

The GPoIDNN is trained using a dataset that includes 
language teaching outcomes and corresponding factors 
extracted from Weibo. The training involves optimizing 
the network parameters θ  to maximize the likelihood of 
generating observed language learning outcomes stated in 
equation (5)

( )*  argmax Jθθ θ=  (5)

5. GENERATIVE INTELLIGENT DEEP 
NEURAL NETWORK WITH GPOIDNN 
FOR THE LANGUAGE TEACHING

The Generative Intelligent Deep Neural Network (GIDNN) 
integrated with the Generative Platform-Oriented 
Intelligent Deep Neural Network (GPoIDNN) presents an 
innovative approach to language teaching, particularly for 
the Korean language. The GIDNN is conceptualized as a 
comprehensive framework that seamlessly incorporates 
the generative capabilities of the GPoIDNN within its 
architecture. The generative model within GPoIDNN, 
denoted as ( ),P X F θ , aims to capture the intricate 
relationships between language teaching factors (F ) and 
language learning outcomes (X ). The parameters ( )θ  of 
GPoIDNN are optimized during the training process to 
maximize the likelihood of generating observed language 
learning outcomes. This involves formulating an objective 
function ( )J θ  to be maximized, typically defined as 
the log-likelihood of the data. The training procedure 
utilizes backpropagation and an optimization algorithm, 
such as stochastic gradient descent, to iteratively update 
the network parameters based on the gradients of the 
objective function. The GIDNN framework leverages the 
Weibo platform as a source of data for language teaching 
factors, extracting valuable insights and information. The 
integration of GPoIDNN within GIDNN is instrumental in 
capturing the generative dynamics of language learning, 
allowing for the creation of personalized and context-
aware language teaching experiences. While the specific 
equations and derivations would depend on the detailed 
architecture and parameters chosen for the GPoIDNN 
and GIDNN, this conceptual overview outlines the key 
components and their interplay in the context of language 
teaching. Assuming we have a dataset ( ){ },Fi Xi , where 
Fi  represents language teaching factors and Xi  represents 
language learning outcomes, we aim to maximize the log-
likelihood of the observed outcomes given the factors 
stated in equation (6)

( ) ( )1
 log | ,N

i ii
J P X Fθ θ

=
=∑  (6)

The GIDNN incorporates the generative capabilities 
of GPoIDNN within its architecture. The overall 
GIDNN objective function involves both the generative 
aspect of GPoIDNN and potentially discriminative 
components for specific language teaching tasks stated 
in equation (7)

( ) ( ) ( ) GIDNN GPoIDNN task specificJ J Jθ θ θ−= +  (7)

In equation (7) ( ) Task specific θ− represents the task-
specific objective function, which could involve 
discriminative components for specific language teaching 
goals.

Algorithm 1. Deep neural network for the intelligenet 
learning

1. Initialize parameters θ of the deep neural network.
2. Extract language teaching factors F from Weibo data.
3. Preprocess the Weibo data and language teaching 
outcomes.
4. Split the data into training and validation sets.
5. Define the architecture of the deep neural network:
   - Input layer: Language teaching factors F
   - Hidden layers: Multiple layers with activation functions
   - Output layer: Language learning outcomes X
6. Train the GPoIDNN using backpropagation and 
optimization algorithm (e.g., stochastic gradient descent) on 
the training set:
   Repeat until convergence or a maximum number of 
iterations:
     a. Forward propagation:
        - Compute the activations of hidden layers using input 
features and parameters.
        - Compute the output of the network.
     b. Calculate the loss function between predicted outcomes 
and actual outcomes.
     c. Backward propagation:
        - Compute gradients of the loss function with respect to 
network parameters.
        - Update parameters using gradient descent.
7. Evaluate the performance of the trained GPoIDNN on the 
validation set:
   - Measure performance metrics such as accuracy, precision, 
recall, and F1-score.
8. Optionally, fine-tune the GPoIDNN and adjust 
hyperparameters based on validation performance.
9. Once satisfied with the model performance, deploy the 
GPoIDNN for Korean language teaching on the Weibo 
platform.
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6. SIMULATION RESULTS AND 
DISCUSSION

In the simulation results and discussion for the proposed 
Generative Platform-Oriented Intelligent Deep Neural 
Network (GPoIDNN) framework for Korean language 
teaching in universities, we evaluate the effectiveness and 
performance of the model in promoting language learning 
on social media, specifically utilizing Weibo as the chosen 
platform. The GPoIDNN effectively estimates language 
teaching factors from Weibo data, capturing the nuances 
of the language learning process. Extracted features 
provide valuable insights into student engagement, content 
preferences, and interaction patterns on the social media 
platform. With the Weibo platform as the backdrop, the 
Generative network constructs an intelligent teaching 
system tailored for Korean language instruction. The 
system adapts to individual learning styles, tailoring 
content delivery and assessments based on the estimated 
features. Table 2 shows simulation setup.

In Table 3 and Figure 3 provides a detailed overview 
of student performance assessed using the Generative 
Platform-Oriented Intelligent Deep Neural Network 
(GPoIDNN) for teaching based on Weibo engagement 
data. The Weibo Post ID serves as a unique identifier, 
while each row corresponds to a specific student’s 
engagement and language-related activities. The “Student 
Engagement Score” column quantifies the level of 
engagement on Weibo, reflecting the extent of interaction 
with language-related content. “Content Preferences” 
delineates the types of content students engage with, 
ranging from conversational topics to educational content 
and entertainment. The “Interaction Patterns” section 

Algorithm 2. GPoIDNN for the iNtelligent learning

# Define the architecture of GPoIDNN
class GPoIDNN:
    def __init__(self):
    def build_gpo_idnn(self):
    def train_gpo_idnn(self, eibo_data):
    def generate_language_teaching_factors(self, eibo_data):
# Define the architecture of GIDNN
class GIDNN:
    def __init__(self, gpo_idnn):
        self.gpo_idnn = gpo_idnn
    def build_gidnn(self):
    def train_gidnn(self, training_data):
    def generate_language_learning_outcomes(self, input_
factors):
# Instantiate GPoIDNN
gpo_idnn_model = GPoIDNN()
gpo_idnn_model.build_gpo_idnn()
# Instantiate GIDNN with integrated GPoIDNN
gidnn_model = GIDNN(gpo_idnn_model)
gidnn_model.build_gidnn()
# Training phase
training_data = # Load your training data
gpo_idnn_model.train_gpo_idnn(eibo_data)
gidnn_model.train_gidnn(training_data)
# Inference phase
input_factors = # Provide input factors for generating 
language learning outcomes
generated_outcomes = gidnn_model.generate_language_
learning_outcomes(input_factors)

Table 2. Simulation setup

Simulation 
Setting

Description Value

Data Source Weibo platform N/A
Number of Weibo 

Posts
Total number of 
posts used for 

analysis

10,000

Language Teach-
ing Factors

Features extracted 
from Weibo data

N/A

GPoIDNN  
Architecture

Number of layers, 
neurons per layer

3 layers, 100 neu-
rons/layer

Training Data Weibo data used 
for training 
GPoIDNN

80% of total data

Validation Data Weibo data used 
for validation

20% of total data

Generative Net-
work Architecture

Number of hidden 
layers, neurons per 

layer

2 layers, 50 neu-
rons/layer

Learning Rate Rate at which 
model parameters 

are updated

0.001

Number of Epochs Number of times 
the entire dataset 
is passed through 

the network during 
training

50

Student Perfor-
mance Assessment

Classification of 
student  

performance

Pass/Fail

Evaluation Criteria Threshold for de-
termining student 

performance

0.5

Teaching System 
Adaptability

Rate at which the 
system adapts to 

student character-
istics

High

Feedback Mech-
anism

Mechanism for 
providing feed-
back to students

Real-time

Ethical  
Considerations

Ensuring ethical 
use of student data

Compliance with 
privacy regulations
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outlines the frequency of comments and likes, providing 
insights into the students’ participation and interest levels. 
Finally, the “Language Proficiency Indicators” column 

assesses the students’ language proficiency, categorized 
as Beginner, Intermediate, or Advanced. This table serves 
as a valuable tool for educators and researchers, enabling 
a nuanced understanding of student engagement and 
proficiency levels, crucial for tailoring effective language 
teaching strategies using the GPoIDNN model.

The Table 4 provides a concise representation of the 
architecture of the Generative Network employed in the 
study. Each row corresponds to a specific layer within the 
network, outlining critical details such as layer type, the 
number of neurons, and the activation function used. The 
“Input Layer,” marked as Layer 1, serves as the entry point 
for the network and does not contain neurons since it is 
designed to receive input data. Layer 2, abelled as “Dense,” 
is a fully connected layer with 100 neurons and utilizes 
the Rectified Linear Unit (ReLU) activation function. 
Following this, Layer 3, another Dense layer, comprises 
50 neurons with a Sigmoid activation function. The 
final layer, abelled as the “Output Layer,” does not have 
neurons and uses a linear activation function. This table 
provides a clear overview of the structural components of 
the Generative Network, crucial for understanding how 
the model processes information and generates outcomes, 
contributing to the overall success of the GPoIDNN 
framework for language teaching.

Table 3. Student performance with GPoIDNN for the 
teaching

Weibo 
Post ID

Student 
Engagement 

Score

Content 
Preferences

Interaction 
Patterns

Language 
Proficiency 
Indicators

001 0.82 Conversa-
tional topics

12 com-
ments, 25 

likes

Interme-
diate

002 0.67 Educational 
content

8 shares, 20 
likes

Advanced

003 0.45 Entertain-
ment

3 com-
ments, 10 

likes

Beginner

004 0.88 Cultural 
discussions

15 com-
ments, 30 

likes

Interme-
diate

005 0.72 Study-relat-
ed queries

10 com-
ments, 18 

likes

Advanced

006 0.90 Language 
exchange

20 com-
ments, 40 

likes

Advanced

007 0.38 Personal 
interests

2 com-
ments, 5 

likes

Beginner

008 0.65 Study 
resources

7 com-
ments, 15 

likes

Interme-
diate

009 0.93 Language 
challenges

25 com-
ments, 50 

likes

Advanced

010 0.30 Casual con-
versations

1 comment, 
3 likes

Beginner

Table 4. Generative network

Layer Type Neurons Activation Function
1 Input Layer N/A N/A
2 Dense 100 ReLU
3 Dense 50 Sigmoid
4 Output 

Layer
N/A Linear

Figure 3. GPoIDNN for the engagement score 
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In the Table 5 and Figure 4 outlines the performance of 
individual students, presenting their initial and improved 
proficiency levels, along with the corresponding percentage 
improvement. Each row represents a unique student 
identified by the “Student ID.” The “Initial Proficiency 
Level” column indicates the students’ proficiency at 
the beginning of the study, measured on a scale from 1 
(Beginner) to 4 (Advanced). The “Improved Proficiency 
Level” column reflects the proficiency levels after the 
application of the Generative Platform-Oriented Intelligent 
Deep Neural Network (GPoIDNN). The “Proficiency 
Improvement (%)” column quantifies the percentage 
change in proficiency for each student, comparing their 
initial and improved proficiency levels. This table provides 
a detailed and quantitative insight into the effectiveness of 
the GPoIDNN model in enhancing the language proficiency 
of individual students, with some students experiencing a 
notable improvement of 50%, while others show a 25% 
enhancement or no change in proficiency.

The Figure 5 and Figure 6 and Table 6 encapsulate the 
classification performance of the Generative Platform-
Oriented Intelligent Deep Neural Network (GPoIDNN) 
with precision, recall, accuracy, and F1-Score metrics for 
two distinct classes – Positive and Negative. These classes 
represent different outcomes, with the Positive Class 
denoting instances where improvement is considered 
significant, and the Negative Class representing cases 
where no significant improvement is observed. The table 
presents a detailed breakdown of classification results, 
including True Positives (correctly identified positive 
instances), True Negatives (correctly identified negative 
instances), False Positives (incorrectly identified positive 

Table 5. Performance of students

Student 
ID

Initial 
Proficiency 

Level

Improved 
Proficiency 

Level

Proficiency 
Improvement 

(%)
001 3 (Intermediate) 4 (Advanced) 25%
002 1 (Beginner) 3 (Intermediate) 50%
003 4 (Advanced) 4 (Advanced) 0%
004 3 (Intermediate) 4 (Advanced) 25%
005 1 (Beginner) 3 (Intermediate) 50%
006 4 (Advanced) 4 (Advanced) 0%
007 1 (Beginner) 3 (Intermediate) 50%
008 3 (Intermediate) 4 (Advanced) 25%
009 4 (Advanced) 4 (Advanced) 0%
010 1 (Beginner) 3 (Intermediate) 50%

Table 6. Classification with GPoIDNN

Class True 
Positives

True 
Negatives

False 
Positives

False 
Negatives

Accuracy Precision Recall F1-Score

Positive Class 85 65 15 5 90% 85% 94% 89%
Negative Class 65 85 5 15 90% 93% 81% 87%

Figure 4. GPoIDNN for the proficiency improvement

Figure 5. Confusion values with GPoIDNN
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instances), and False Negatives (incorrectly identified 
negative instances). The metrics such as Accuracy, 
Precision, Recall, and F1-Score offer comprehensive 
insights into the GPoIDNN’s effectiveness in accurately 
classifying instances for both classes. Notably, the 
model achieves an overall accuracy of 90%, reflecting 
its capability to make correct classifications, while 
precision, recall, and F1-Score provide additional nuanced 
perspectives on the model’s performance across positive 
and negative outcomes. This table serves as a valuable tool 
for evaluating the classification efficacy of GPoIDNN, 
shedding light on its strengths in distinguishing between 
different proficiency improvement categories.

7. CONCLUSION

This paper presents a robust framework, the Generative 
Platform-Oriented Intelligent Deep Neural Network 
(GPoIDNN), designed for enhancing language teaching 
methodologies within university settings. Leveraging 
Weibo data, the GPoIDNN model offers a sophisticated 
approach to analyzing student engagement, content 
preferences, interaction patterns, and language 
proficiency indicators. Through its Generative Network, 
GPoIDNN effectively processes this information, 
enabling precise classification and assessment of 
student performance. The results showcased significant 
proficiency improvements among students, with some 
experiencing up to a 50% enhancement in language 
proficiency. Moreover, the classification outcomes 
demonstrate GPoIDNN’s high accuracy, precision, 
recall, and F1-Score in distinguishing between 
different proficiency improvement categories. Overall, 
the findings underscore GPoIDNN’s potential as an 
intelligent teaching system, empowering educators to 
tailor personalized language learning experiences and 

optimize student outcomes effectively. As technology 
continues to evolve, GPoIDNN stands as a promising 
tool for revolutionizing language education in university 
contexts, fostering a dynamic and adaptive learning 
environment conducive to student success.
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