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SUMMARY

Immersive virtual reality (VR) is a technology that transports users into fully immersive digital environments, often 
through the use of specialized headsets and sensory equipment. A three-dimensional environment, immersive VR offers 
users an unparalleled sense of presence and interaction, enabling them to explore and interact with virtual worlds as if they 
were physically present. This paper develops an effective immersive Virtual Reality (VR) model for tourism. The proposed 
model uses the fuzzy-based logic rules for tourism in VR for the classification with the Backpropagation Feedforward 
Neural Network (BFNN). Through the developed model efficacy of BFNN-based algorithms in accurately classifying 
diverse virtual environments and detecting edges with precision. The analysis of the results stated that the through BFNN 
model MSE and PSNR value is achieved with the value of 0.007 and 28.9 respectively. With the developed model significant 
classification is achieved with the BFNN model value for the exploration, cultural heritage, adventure, Urban exploration, 
and Relaxation. Additionally, comparative analyses demonstrate the superiority of BFNNs over alternative classification 
models, underscoring their effectiveness in accurately categorizing immersive tourism experiences. These findings stated 
that the advancement of immersive VR technology also offers practical insights for optimizing computational algorithms 
in immersive tourism applications. The potential of BFNNs redefine the landscape of immersive VR tourism, delivering 
captivating and personalized virtual experiences that elevate user engagement and satisfaction to unprecedented levels.
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NOMENCLATURE

AUC Area Under the Curve
BFNN Backpropagation Feedforward Neural Network
VR Virtual Reality

1. INTRODUCTION

Tourism development and planning play crucial 
roles in harnessing the potential of destinations while 
ensuring sustainable growth and positive impacts on 
local communities and environments [1]. Effective 
planning involves comprehensive research, stakeholder 
engagement, and strategic decision-making to identify 
opportunities and address challenges. This process includes 
assessing the destination’s resources, infrastructure, and 
carrying capacity to accommodate visitors responsibly 
[2]. Additionally, tourism planning encompasses the 
development of amenities, attractions, and services to 
enhance the visitor experience while preserving cultural 
heritage and natural landscapes [3]. Collaboration between 
government agencies, local communities, businesses, and 
other stakeholders is essential to create cohesive tourism 

development strategies that balance economic benefits with 
environmental and social considerations. By prioritizing 
sustainability and responsible management, tourism 
planning can foster long-term prosperity for destinations 
and enrich the experiences of both visitors and residents 
alike [4].

Virtual Reality (VR) has emerged as a transformative 
technology with far-reaching implications across various 
fields, including entertainment, education, healthcare, and 
beyond [5]. By immersing users in digital environments, 
VR offers unprecedented opportunities for realistic 
simulations, interactive experiences, and novel forms of 
storytelling. From gaming and entertainment applications 
to training simulations for professionals in fields such as 
medicine and aviation, VR has demonstrated its potential 
to revolutionize how we perceive and interact with the 
world around us [6]. Moreover, VR has the capacity to 
foster empathy and understanding by enabling users 
to step into the shoes of others and experience different 
perspectives firsthand. As the technology continues to 
advance and become more accessible, VR holds promise 
for shaping the future of communication, collaboration, 
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and human experience in ways previously unimaginable 
[7]. However, it also presents challenges, including 
concerns about privacy, digital ethics, and the potential for 
immersive experiences to blur the lines between reality and 
virtuality. Thus, while VR offers immense opportunities 
for innovation and exploration, careful consideration of 
its societal impacts and ethical implications is essential to 
ensure its responsible and beneficial integration into our 
lives [8].

Virtual Reality (VR) stands at the forefront of technological 
innovation, offering a profoundly immersive experience 
that transports users into digital worlds [9]. Unlike 
traditional forms of media, VR places users at the center 
of the action, enabling them to interact with and navigate 
through virtual environments in real time [10]. This 
immersion is achieved through specialized VR headsets, 
which track the user’s movements and adjust the digital 
display accordingly, creating a sense of presence and depth 
that can be truly breathtaking. One of the most significant 
applications of VR lies in entertainment and gaming [11]. 
VR games allow players to step inside the game world 
and experience it from a first-person perspective, leading 
to unparalleled levels of engagement and excitement. 
Whether exploring fantastical realms, solving puzzles, 
or engaging in adrenaline-pumping action sequences, 
VR gaming offers experiences that are both thrilling and 
deeply immersive [13].

VR has immense potential in education and training. By 
simulating realistic scenarios and environments, VR can 
provide hands-on learning experiences that are safer, 
more cost-effective, and more accessible than traditional 
methods [14]. For example, medical students can practice 
surgical procedures in a virtual operating room, pilots can 
undergo flight training in simulated cockpit environments, 
and engineers can test designs in virtual prototypes. These 
applications not only enhance learning outcomes but also 
contribute to increased retention rates and proficiency 
[15]. Moreover, VR has the power to foster empathy and 
understanding by enabling users to inhabit the perspectives 
of others. Through immersive storytelling experiences, 
VR can transport users to different cultures, historical 
periods, or even into the shoes of individuals facing 
diverse challenges and experiences [16]. By immersing 
users in these narratives, VR has the potential to bridge 
divides, cultivate empathy, and promote social change. 
However, alongside its transformative potential, VR also 
poses unique challenges and considerations [17]. Privacy 
concerns, such as data security and the collection of 
biometric information, are paramount, particularly as VR 
technology becomes more integrated into everyday life. 
Ethical questions also arise regarding the creation and 
consumption of VR content, especially in areas such as 
violence, addiction, and psychological well-being [18]. 
Additionally, there is a need to ensure equitable access to 

VR technology, as disparities in access could exacerbate 
existing inequalities.

Immersive Virtual Reality (VR) tourism is redefining the 
way people explore and experience destinations from the 
comfort of their own homes. By leveraging VR technology, 
users can embark on virtual journeys to iconic landmarks, 
cultural sites, and natural wonders across the globe with 
unparalleled realism and immersion [19]. From scaling 
the heights of the Eiffel Tower to diving into the depths of 
the Great Barrier Reef, VR tourism offers a transformative 
experience that transcends the limitations of traditional 
travel [20]. Immersive VR tourism not only provides an 
accessible alternative for those unable to travel physically 
but also enhances the travel planning process by allowing 
users to preview destinations and attractions before 
making bookings [21]. Moreover, VR experiences can be 
customized to cater to specific interests and preferences, 
whether it’s exploring historical sites, indulging in 
culinary adventures, or embarking on adrenaline-pumping 
outdoor excursions. Beyond its recreational value, 
immersive VR tourism has the potential to revolutionize 
destination marketing and promotion. Tourism boards 
and businesses can leverage VR technology to showcase 
their offerings in immersive, interactive ways, enticing 
potential visitors with tantalizing glimpses of what awaits 
them [22]. Additionally, VR tourism can play a vital role 
in cultural preservation by digitally documenting heritage 
sites and traditions, ensuring their legacy endures for 
future generations. However, while immersive VR tourism 
offers numerous benefits, it also presents challenges and 
considerations [23]. Ensuring the accuracy and authenticity 
of virtual representations, addressing issues of digital 
equity and accessibility, and safeguarding user privacy and 
data security are paramount concerns that require careful 
attention [24]. Moreover, as VR technology continues 
to evolve, ongoing innovation and collaboration will be 
essential to unlock its full potential and shape the future of 
travel and tourism experiences.

The primary contribution of this paper lies in the exploration 
and validation of advanced computational techniques, 
particularly Backpropagation Feedforward Neural 
Networks (BFNNs), for enhancing immersive Virtual 
Reality (VR) tourism experiences. Through comprehensive 
analysis and evaluation, we have demonstrated the efficacy 
of BFNN-based algorithms in accurately classifying 
diverse virtual environments and detecting edges with 
precision. By showcasing the progressive improvement in 
classification accuracy with increasing epoch counts and 
comparing BFNNs with alternative classification models, 
we provide valuable insights into the potential of BFNNs 
to revolutionize the immersive VR tourism industry. Our 
findings offer practical guidance for practitioners and 
researchers in optimizing computational algorithms for 
immersive tourism applications, thereby paving the way 
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for the development of captivating and personalized virtual 
experiences that elevate user engagement and satisfaction. 
Overall, the contribution of this paper lies in advancing 
the state-of-the-art in immersive VR technology and 
laying the foundation for future research and innovation in 
immersive tourism.

2. BIASED EDGE DETECTION IN 
IMMERSIVE VR TOURISM (BFNN)

Biased Edge Detection in Immersive Virtual Reality 
(VR) Tourism, employing Backpropagation Feedforward 
Neural Network (BFNN), technique leverages advanced 
neural network architectures to detect and emphasize key 
visual features, such as edges and contours, within VR 
scenes, thereby enriching the immersive experience for 
users. The process involves the derivation of a specialized 
equation that guides the BFNN in identifying edges while 
incorporating biases to enhance the detection accuracy. 
The derivation of the biased edge detection equation begins 
with the formulation of a convolutional neural network 
(CNN) architecture, tailored specifically for edge detection 
tasks within VR environments. This CNN architecture 
comprises multiple layers, including convolutional layers 
for feature extraction and pooling layers for spatial 
downsampling. Each layer is characterized by a set of 
learnable parameters, including weights and biases, which 
are optimized during the training process to minimize the 
error between predicted and ground truth edge maps. The 
biased edge detection equation incorporates additional 
bias terms into the standard CNN framework to introduce a 
systematic preference for detecting edges over other visual 
features. These bias terms are strategically incorporated 
into the convolutional and pooling operations, influencing 
the activation patterns of neurons within the network to 
prioritize edge-related information. Through iterative 
optimization using backpropagation, the BFNN learns to 
adjust these biases dynamically based on the input data, 
resulting in more robust and accurate edge detection 
performance. The biased edge detection equation can be 
expressed as in equation (1)

( ) ( )1
,  *N

i ii
E x y w x bσ

=
= +∑  (1)

In equation (1) E(x,y) represents the output edge map at 
pixel coordinates (x,y), σ denotes the activation function 
(e.g., ReLU or Sigmoid), **denotes the convolution 
operation, xi represents the input feature maps, wi  
represents the corresponding convolutional kernels, b 
represents the bias term, and N represents the total number 
of input feature maps. The input to the BFNN consists of 
raw image data captured from the VR environment. Let I 
represent the input image, which can be represented as a 
matrix of pixel values. The BFNN architecture typically 
includes convolutional layers responsible for feature 

extraction. Let’s denote the output of the l-th convolutional 
layer as H(l), where l denotes the layer index. Each neuron 
in this layer performs convolution with learnable kernels 
W(l) and applies an activation function f to produce feature 
maps. Mathematically, the output H(l) can be expressed as 
in equation (2)

( ) ( ) ( ) ( )( )1*  l l l lH f W H B−= +
 

(2)

In equation (2) W(l) represents the convolutional kernels, 
H(l–1) represents the input feature maps (or the input image 
for the first convolutional layer), B(l) represents the bias 
term, and f represents the activation function. The pool-
ing layers are often employed for spatial downsampling 
to reduce computational complexity and extract dominant 
features. Let P(l) represent the output of the pooling layer 
at the l-th stage. Pooling operations such as max-pooling 
or average pooling are applied to the feature maps obtained 

Algorithm 1. Immersive VR tourism 
1. Initialize network parameters (weights and biases) 
randomly or using pre-trained values.
2. Define the network architecture, including convolutional 
layers, pooling layers, and an output layer for edge detection.
3. Forward Propagation:
 For each training example:
 3.1.  Perform convolution operations in each 

convolutional layer to extract features.
 3.2.  Apply an activation function (e.g., ReLU) to the 

feature maps.
 3.3.  Perform pooling operations to downsample the 

feature maps.
 3.4.  Pass the downsampled feature maps to the 

output layer for edge detection.
 3.5.  Apply an activation function (e.g., sigmoid) to 

produce the edge map.
4. Compute Loss:
  Calculate the difference between the predicted edge 

map and the ground truth edge map using a suitable 
loss function (e.g., mean squared error).

5. Backpropagation:
 5.1.  Compute the gradients of the loss function 

with respect to the network parameters using 
backpropagation.

 5.2.  Update the network parameters (weights and 
biases) using gradient descent to minimize the 
loss.

6. Repeat steps 3-5 for multiple epochs until 
convergence or a predefined stopping criterion is met.
7. Post-processing (Optional):
  Apply any necessary post-processing techniques to 

refine the edge map, such as thresholding or edge 
thinning.

8. Testing:
  Use the trained BFNN to detect edges in new images 

or virtual reality scenes.
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from the previous convolutional layer. Mathematically, the 
output P(l) can be represented in equation (3)

( ) ( )( )l lP Pooling H=  (3)

The final output layer of the BFNN is responsible for de-
tecting edges within the input image. Let E represent the 
output edge map. This output is obtained through a convo-
lutional operation followed by an activation function, typ-
ically designed to enhance edge-related features. Mathe-
matically, the edge map E can be expressed in equation (4)

 E σ= ( ( ) ( ) ( )1* )L L LW H B− +  (4)

In equation (4) W(L–1) represents the convolutional ker-
nels of the final layer, P(L–1) represents the output of the 
preceding pooling layer, B(L) represents the bias term, and 
σ represents the activation function.

3. FUZZY NEURAL NETWORK FOR THE 
TOURISM

Fuzzy Neural Network (FNN) with Backpropagation 
Feedforward Neural Network (BFNN) represents a 
powerful approach to enhancing immersive tourism 
experiences. Fuzzy logic allows for the incorporation of 
uncertainty and imprecision, making it well-suited for 
modeling the subjective nature of human preferences and 
perceptions in tourism. Integrating FNN with BFNN in 
immersive tourism involves leveraging the strengths of 
both paradigms to create a more adaptable and personalized 
user experience. The combined FNN-BFNN model 
involves integrating fuzzy logic concepts into the BFNN 
architecture to handle uncertain inputs and preferences 
inherent in tourism contexts. Fuzzy Inference System (FIS) 
component of the model consists of a Fuzzy Inference 
System (FIS) that processes fuzzy input variables to 
generate linguistic output variables. FIS typically consists 
of fuzzification, rule evaluation, and defuzzification 
stages. Fuzzy Input Variables: Fuzzy input variables, such 
as “scenic beauty,” “cultural richness,” or “adventure 
level,” capture subjective aspects of tourism experiences. 
These variables are characterized by linguistic terms (e.g., 

“high,” “medium,” “low”) and membership functions 
that assign degrees of membership to each linguistic term 
based on input values.

Figure 1 illustrated the fuzzy based neural network 
model for the immersive VR in the tourism. The rule 
base defines the relationships between fuzzy input 
variables and linguistic output variables. Rules express 
if-then statements that map fuzzy input combinations to 
linguistic output terms. For example, “IF scenic beauty 
is high AND cultural richness is high THEN preference 
is excellent.” Fuzzy output variables, such as “preference 
level” or “satisfaction score,” represent the subjective 
assessment of the tourism experience. These variables are 
defined by linguistic terms and membership functions that 
capture the uncertainty in the output. The linguistic output 
variables generated by the FIS serve as inputs to the BFNN 
component of the model. The BFNN processes these 
inputs using conventional feedforward neural network 
architecture, including multiple layers of neurons with 
weighted connections and bias terms. The BFNN learns 
to map fuzzy input-output relationships and optimize its 
parameters through backpropagation.

The integration of FNN with BFNN can be represented as 
follows defined in equation (5) and equation (6)

( )
( )

:   

:   

FNN LinguisticOutput FIS Fuzzy Input

FNN LinguisticOutput FIS Fuzzy Input

=

=
 (5)

( )
( )

:  

:  

BFNN Output BFNN LinguisticOutput

BFNN Output BFNN LinguisticOutput

=

=
 (6)

Where FIS represents the fuzzy inference system, BFNN 
represents the backpropagation feedforward neural 
network, and linguistic output refers to the linguistic terms 
generated by FIS.

3.1 BFNN FOR THE DESIGN OF VR 
TOURISM

Backpropagation Feedforward Neural Network (BFNN) 
for Virtual Reality (VR) immersive tourism, integrated 
with fuzzy logic, represents a sophisticated approach to 
enhancing user experiences in virtual environments. By 
combining the adaptive learning capabilities of BFNN 
with the flexibility and human-like reasoning of fuzzy 
logic, the model can effectively capture and respond to 
the subjective preferences and perceptions of tourists, 
resulting in more personalized and engaging experiences. 
The integration of fuzzy logic into the BFNN architecture 
involve several key steps. The BFNN architecture is 
augmented with a Fuzzy Inference System (FIS), which 
processes fuzzy input variables related to subjective aspects 
of tourism experiences, such as scenic beauty, cultural 
richness, or adventure level. The FIS generates linguistic Figure 1. Immersive VR in Fuzzy BFNN
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output variables representing subjective assessments of the 
tourism experience, such as preference level or satisfaction 
score. Fuzzy input variables capture subjective aspects of 
tourism experiences and are defined by linguistic terms and 
membership functions. These variables represent uncertain 
and imprecise information, such as “high,” “medium,” 
or “low” levels of scenic beauty or cultural richness. 
Linguistic output variables generated by the FIS represent 
subjective assessments of the tourism experience, such as 
“excellent,” “good,” or “average” preference levels. These 
variables are defined by linguistic terms and membership 
functions that capture uncertainty and imprecision.

The figure 2 and figure 3 presented the BFNN model for 
the immersive VR in the tourism. The FIS processes fuzzy 
input variables to generate linguistic output variables 
using fuzzy inference rules. Let Inputi represent the fuzzy 
input variables and Outputj  represent the linguistic output 
variables. The output of the FIS can be expressed as in 
equation (7)

( )1, 2,...,Outputj FIS Input Input Inputn=  (7)

The linguistic output variables generated by the FIS 
serve as inputs to the BFNN component of the model. 
The BFNN processes these inputs using conventional 
feedforward neural network architecture, including 
multiple layers of neurons with weighted connections 
and bias terms. Fuzzy input variables in VR immersive 
tourism capture subjective aspects such as scenic beauty, 
cultural richness, or adventure level. These variables are 
characterized by linguistic terms (e.g., “high,” “medium,” 
“low”) and membership functions that assign degrees of 
membership to each linguistic term based on input values. 
Mathematically, a fuzzy input variable X with linguistic 
terms Low,Medium,HighLow,Medium,High could be 
represented as in equation (8)

( )( ) ( )( )
( )( )

1, 1 , 2, 2 ,

3, 3

x Low x x Medium x
X

x High x

µ µ

µ

  =  
  

  (8)

In equation (8) x1,x2x3  are the crisp input values, and 
HighμLow, μMedium, μHigh are the membership functions 
representing the degree of membership to each linguistic 
term. The FIS processes fuzzy input variables using fuzzy 
logic rules to generate linguistic output variables. Let’s 
denote the fuzzy input variables as X1,X2, ..., Xn , and the 
linguistic output variables as Y1,Y2, ..., Ym. The output of 
the FIS can be computed using fuzzy inference rules, which 
involve fuzzification, rule evaluation, and defuzzification 
stages. After rule evaluation, defuzzification is performed 
to obtain crisp output values from linguistic terms. 
Defuzzification methods such as centroid or weighted 
average are commonly used. Linguistic output variables 
capture subjective assessments such as preference level or 
satisfaction score. The linguistic output variables Y can be 
represented in equation (9)

( )( ) ( )( )
( )( )

1, 1 , 2, 2 ,

3, 3

y Low y y Medium y
Y

y High y

µ µ

µ

  =  
  

  (9)

The linguistic output variables generated by the FIS serve 
as inputs to the BFNN component of the model. The BFNN 
processes these inputs using conventional feedforward 
neural network architecture, including multiple layers of 
neurons with weighted connections and bias terms. The 
output of the BFNN can be represented as in equation (10)

( )1
  . N

i ii
Output x bσ ω

=
= +∑  (10)

In equation (10) σ is the activation function, wi  are the 
weights, xi are the input linguistic variables from the FIS, 
and b is the bias term. During the training phase, the BFNN 
learns to map fuzzy input-output relationships and optimize 
its parameters (weights and biases) using backpropagation 
and gradient descent. The objective is to minimize a loss 
function that quantifies the difference between the predicted 

Figure 2. BFNN model for the immersive VR

Figure 3. Sample VR images
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linguistic output variables and the ground truth values. The 
classification process of a Backpropagation Feedforward 
Neural Network (BFNN) involves several key steps, 
including data preprocessing, feedforward propagation, 
and backpropagation for parameter optimization. Before 
training the BFNN, the input data needs to be preprocessed. 
This typically involves normalization to ensure that all 
input features have a similar scale, which can improve the 
convergence of the training process stated in equation (11)

( )
( )

 
 

 normalized

x mean x
x

std x
−

=  (11)

In equation (11) x is the input feature, and mean(x) and 
std(x) represent the mean and standard deviation of the input 
feature, respectively. During feedforward propagation, the 
input data is passed through the network to compute the 
output. Each neuron in the network performs a weighted 
sum of its inputs followed by an activation function. 
Mathematically, the output of a neuron j in layer l can be 
represented as in equation (12)

( ) ( ) ( ) ( )( )1 1
1

.N l l l ll
j ji i ji

a f w a b− −

=
= +∑  (12)

In equation (12) aj(l) is the activation of neuron j in layer 
l, wji(l) are the weights connecting neuron i in layer l–1 to 
neuron jin layer l, ai(l–1) is the activation of neuron i in 
layer l–1, bj(l) is the bias of neuron j in layer l, and f is the 
activation function. The output of the BFNN is calculated 
based on the activations of the neurons in the output layer. 
For binary classification tasks, a common choice is the 
sigmoid activation function, which maps the output to the 
range [0, 1], representing the probability of belonging to 
the positive class. The output ŷ  can be represented as in 
equation (13)

( ) ( ) ( ) ( )( )1
1

ˆ  .N L L L L
j i ji

y w a bσ −

=
= +∑  (13)

In equation (13) σ is the sigmoid activation function, wj(L) 
are the weights connecting neurons in the last hidden layer 
to the output neuron, aj(L–1)  are the activations of neurons 
in the last hidden layer, and b(L) is the bias of the output 
neuron. Backpropagation is used to update the weights and 
biases of the network to minimize a chosen loss function, 
such as binary cross-entropy for binary classification 
tasks. The gradients of the loss function with respect to 
the network parameters are computed using the chain rule, 
and the parameters are updated using gradient descent or 
its variants. The weight update rule can be represented as 
in equation (14)

( ) ( )
( ) .l l

ji ji l
ji

Jw w
w

α ∂
= −

∂
 (14)

In equation (14) α is the learning rate, J is the loss function, 
and ( )/wji l J∂ ∂   is the gradient of the loss function with 
respect to the weight i(l) .

Algorithm 1. Immersive VR with BFNN
# Initialization
Initialize network parameters (weights and biases) randomly 
or using pre-trained values
Define network architecture (number of layers, number of 
neurons per layer, activation functions, etc.)
# Training
For each epoch:
 For each training example (X, y):
 # Forward propagation
 Perform feedforward propagation:
 For each layer l in the network:
 Compute activations: a^(l) = f(z^(l)), where z^(l) = W^(l) * 
a^(l-1) + b^(l)
 Compute output: y_hat = f(z^(L))
 # Compute loss
 Compute loss function: J = compute_loss(y_hat, y)
 # Backpropagation
 Perform backpropagation:
 Compute gradients of loss with respect to parameters:
 For each layer l in reverse order:
 Compute delta: delta^(l) = derivative_of_activation_
function(z^(l)) * delta^(l+1)
 Compute gradients: dW^(l) = delta^(l) * a^(l-1), db^(l) = 
delta^(l)
 # Parameter update
 Update parameters using gradients:
 For each layer l:
 Update weights: W^(l) = W^(l) - learning_rate * dW^(l)
 Update biases: b^(l) = b^(l) - learning_rate * db^(l)
# Prediction
For each test example (X_test):
 Perform feedforward propagation to compute predicted 
output: y_pred = forward_propagation(X_test)
 Store predicted outputs for evaluation

4. RESULTS AND DISCUSSION

The results and discussion of the BFNN designed for 
immersive VR tourism provide a thorough evaluation 
of the model’s efficacy in enhancing user experiences 
within virtual environments. the BFNN’s capabilities 
in classifying VR tourism-related data are thoroughly 
assessed. Leveraging a carefully curated dataset and 
robust experimental setup, which includes meticulous data 
preprocessing and cross-validation techniques, the BFNN 
demonstrates commendable performance in accurately 
classifying virtual tourism experiences. Moreover, 
insightful comparisons with baseline models or existing 
approaches highlight the BFNN’s superiority, showcasing 
notable improvements in classification accuracy and 
computational efficiency.

The figure 4(a) and figure 4(b) and Table 1 presents 
the ratings and user engagement metrics for various 
experience categories within biased edge detection using 
the Backpropagation Feedforward Neural Network 
(BFNN) framework. The “Experience Category” column 
lists different types of immersive tourism experiences, 
including Nature Exploration, Cultural Heritage, 
Adventure Tourism, Urban Exploration, and Relaxation 
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Retreat. The “Average Rating (out of 5)” column indicates 
the mean rating given by users to each experience category, 
reflecting their overall satisfaction and enjoyment levels. 
Among the categories, Relaxation Retreat stands out with 
the highest average rating of 4.9, indicating that users 
find this experience particularly satisfying and enjoyable. 
Cultural Heritage closely follows with an average 
rating of 4.8, suggesting a high level of appreciation for 
immersive cultural experiences. Nature Exploration, 
Urban Exploration, and Adventure Tourism also receive 
favorable ratings, with averages ranging from 4.3 to 4.6, 
indicating that users find these experiences engaging 
and enjoyable as well. Additionally, the “Number of 
Users” column specifies the number of users who have 
engaged with each experience category, providing insights 
into the popularity and user participation levels across 
different immersive tourism experiences. Overall, Table 
1 underscores the diverse range of immersive experiences 
offered and highlights the positive reception and user 

engagement observed across various categories within the 
biased edge detection framework using BFNN.

Figure 5 and Table 2 provides insights into the performance 
of edge detection using the Backpropagation Feedforward 
Neural Network (BFNN) across different immersive 
tourism experience categories. The “Experience 
Category” column lists various types of immersive tourism 
experiences, including Nature Exploration, Cultural 
Heritage, Adventure Tourism, Urban Exploration, and 
Relaxation Retreat. The “MSE” (Mean Squared Error) 
column quantifies the average squared difference between 
the predicted edge detection output and the ground truth 
edge map for each experience category. Lower MSE 
values indicate better performance in accurately detecting 
edges within the virtual environments. Cultural Heritage 
and Relaxation Retreat exhibit the lowest MSE values of 
0.008 and 0.007, respectively, suggesting highly precise 
edge detection within these experience categories. Nature 
Exploration and Urban Exploration also demonstrate 
relatively low MSE values of 0.012 and 0.011, indicating 
effective edge detection in natural and urban environments. 
Adventure Tourism, while having a slightly higher MSE 
of 0.015, still maintains reasonable accuracy in edge 
detection within adventurous virtual settings. Additionally, 
the “PSNR” (Peak Signal-to-Noise Ratio) column provides 
a measure of the quality of edge detection, with higher 
values indicating better fidelity to the ground truth edge 
map. Cultural Heritage and Relaxation Retreat achieve the 
highest PSNR values of 32.2 dB and 33.2 dB, respectively, 
indicating excellent edge detection quality and fidelity 
within these experiences. Nature Exploration, Urban 
Exploration, and Adventure Tourism also demonstrate 
respectable PSNR values, further corroborating the 

Table 1. Experience category for the biased edge with 
BFNN

Experience 
Category

Average Rating 
(out of 5)

Number of 
Users

Nature Exploration 4.6 1000
Cultural Heritage 4.8 1200
Adventure Tourism 4.3 800
Urban Exploration 4.5 950
Relaxation Retreat 4.9 850

(b)
Figure 4. Average rating with BFNN (a) Average rating 

(b) Users

Table 2. Edge detection with BFNN

Experience Category MSE PSNR (dB)
Nature Exploration 0.012 30.5
Cultural Heritage 0.008 32.2
Adventure Tourism 0.015 28.9
Urban Exploration 0.011 31.0
Relaxation Retreat 0.007 33.2

Figure 5. Estimation of MSE and PSNR
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effectiveness of BFNN-based edge detection in enhancing 
the visual quality and realism of immersive tourism 
experiences across diverse categories. Overall, Table 2 
underscores the robustness and effectiveness of BFNN-
based edge detection techniques in various immersive 
tourism contexts, contributing to the creation of more 
engaging and lifelike virtual environments.

The Table 3 presents the classification accuracy achieved by 
the Backpropagation Feedforward Neural Network (BFNN) 
model across different epochs for various immersive tourism 
experience categories. Each row corresponds to a specific 
epoch count, ranging from 10 to 100, while each column 
represents a different experience category, including Nature 
Exploration, Cultural Heritage, Adventure Tourism, Urban 
Exploration, and Relaxation Retreat. The values within the 
table denote the accuracy of classification for each experience 
category at the corresponding epoch count during the training 
process. As the epoch count increases, there is a notable 
trend of improvement in classification accuracy across all 
experience categories. At the initial epoch count of 10, the 
classification accuracies range from 0.78 to 0.86, indicating 
a moderate level of accuracy in categorizing immersive 
tourism experiences. However, as the training progresses, 
the model exhibits enhanced performance, with accuracy 
values steadily increasing across all categories. By the final 
epoch count of 100, the classification accuracies reach their 
peak values, ranging from 0.92 to 0.97, indicating a high 
level of precision and reliability in classifying different 
types of immersive tourism experiences. The BFNN 
model demonstrates consistent and robust performance 
across all epochs, effectively capturing the underlying 

patterns and features within the data to accurately classify 
immersive tourism experiences. This trend underscores the 
effectiveness of BFNN-based classification techniques in 
categorizing diverse and complex virtual environments, 
thereby enhancing the overall quality and personalization 
of immersive tourism experiences for users. Overall, Table 
3 highlights the progressive improvement in classification 
accuracy achieved by the BFNN model over successive 
epochs, reaffirming its efficacy in the context of immersive 
tourism classification tasks. Figure 6 shows Classification 
with BFNN.

The Figrue 7 and Table 4 presents a comparative analysis 
of different classification models based on various 
performance metrics, including accuracy, precision, recall, 
F1-score, and Area Under the Curve (AUC). The models 
compared include the Backpropagation Feedforward 
Neural Network (BFNN), Support Vector Machine 
(SVM), Random Forest, and Logistic Regression. The 
BFNN model emerges as the top performer across all 
metrics, achieving the highest accuracy of 0.95, precision 
of 0.93, recall of 0.92, F1-score of 0.93, and AUC of 0.90. 
These results indicate the superior performance of the 
BFNN model in accurately classifying immersive tourism 
experiences, demonstrating its effectiveness in capturing 
the underlying patterns and features within the data. In 
comparison, the SVM model exhibits lower performance 
across all metrics, with an accuracy of 0.82, precision 
of 0.84, recall of 0.79, F1-score of 0.81, and AUC of 
0.88. While SVM demonstrates reasonable classification 
capabilities, its performance falls short compared to 
the BFNN model. Similarly, the Random Forest model 
and Logistic Regression model also achieve lower 
performance metrics compared to BFNN, with accuracies 
of 0.87 and 0.80, respectively. While these models show 
decent classification performance, they are outperformed 
by the BFNN model in terms of accuracy, precision, recall, 
F1-score, and AUC. The Table 4 highlights the superior 
performance of the BFNN model in classifying immersive 
tourism experiences compared to alternative models 
such as SVM, Random Forest, and Logistic Regression. 
These results underscore the effectiveness of BFNN-based 

Table 3. Classification with BFNN

Epoch Count Nature Exploration Cultural Heritage Adventure Tourism Urban Exploration Relaxation Retreat
10 0.82 0.85 0.78 0.80 0.86
20 0.84 0.87 0.80 0.82 0.88
30 0.86 0.89 0.82 0.84 0.90
40 0.88 0.91 0.84 0.86 0.92
50 0.89 0.92 0.86 0.88 0.93
60 0.90 0.93 0.88 0.89 0.94
70 0.91 0.94 0.89 0.90 0.95
80 0.92 0.95 0.90 0.91 0.96
90 0.93 0.95 0.91 0.92 0.96
100 0.94 0.96 0.92 0.93 0.97

Figure 6. Classification with BFNN
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classification techniques in accurately categorizing diverse 
and complex virtual environments, thereby enhancing the 
overall quality and personalization of immersive tourism 
experiences for users.

The findings from the analysis presented in the tables 
reveal several significant insights into the classification and 
edge detection processes within immersive VR tourism. 
In Table 1, the average ratings and user engagement 
metrics across different experience categories demonstrate 
varying levels of user satisfaction and participation. 
While Cultural Heritage and Relaxation Retreat receive 
notably high average ratings, Adventure Tourism exhibits 
a slightly lower average rating, indicating potential areas 
for improvement in user satisfaction within adventurous 
virtual settings. Table 2 further elucidates the quality of 
edge detection across experience categories, with Cultural 
Heritage and Relaxation Retreat showcasing superior 
performance in terms of both MSE and PSNR values, 
suggesting highly precise and visually appealing edge 
detection within these categories. Moving on to Table 3, 
the classification accuracy achieved by the BFNN model 
across different epochs underscores its effectiveness 
in categorizing immersive tourism experiences. The 
progressive improvement in accuracy with increasing 
epoch counts highlights the model’s ability to adapt 
and learn from the training data, resulting in enhanced 
classification performance over time. Moreover, the 
comparative analysis presented in Table 4 reveals the BFNN 
model’s superiority over alternative classification models 
such as SVM, Random Forest, and Logistic Regression. 
With higher accuracy, precision, recall, F1-score, and 
AUC values, the BFNN model demonstrates its efficacy 
in accurately classifying diverse virtual environments 
within immersive VR tourism. The findings underscore 

the importance of advanced computational techniques, 
particularly BFNN-based classification and edge detection 
algorithms, in enhancing the quality, realism, and user 
satisfaction within immersive VR tourism experiences. 
By leveraging state-of-the-art technologies, such as deep 
learning and neural networks, immersive VR tourism 
platforms can provide users with highly engaging, visually 
appealing, and personalized virtual experiences. However, 
there remain opportunities for further research and 
development to optimize and fine-tune these algorithms 
for even greater accuracy and performance in the context 
of immersive VR tourism.

5. CONCLUSIONS

In this paper, explored the application of advanced 
computational techniques, particularly Backpropagation 
Feedforward Neural Networks (BFNNs), in enhancing 
immersive Virtual Reality (VR) tourism experiences. 
Through comprehensive analysis and evaluation, we 
have demonstrated the effectiveness of BFNN-based 
classification and edge detection algorithms in accurately 
categorizing diverse virtual environments and detecting 
edges with high precision. Our findings reveal the 
progressive improvement in classification accuracy with 
increasing epoch counts, highlighting the adaptability and 
learning capabilities of BFNNs in capturing the underlying 
patterns within immersive VR data. Moreover, the 
comparative analysis showcases the superiority of BFNNs 
over alternative classification models, underscoring their 
efficacy in accurately classifying immersive tourism 
experiences. These insights not only contribute to 
advancing the state-of-the-art in immersive VR technology 
but also provide valuable guidance for practitioners and 
researchers in optimizing computational algorithms 
for immersive tourism applications. As immersive VR 
tourism continues to evolve, the integration of advanced 
computational techniques such as BFNNs promises to 
revolutionize the industry, delivering immersive, engaging, 
and personalized virtual experiences that captivate users 
and redefine the boundaries of exploration and discovery 
in the digital realm.
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