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SUMMARY

Art design is a form of creative expression that encompasses the visual aesthetics and conceptual elements of various 
mediums. Art design has undergone a transformative evolution with the integration of digital media, reshaping the 
landscape of creative expression. In contemporary art, artists leverage digital tools and technologies to explore innovative 
ways of crafting visual narratives. Hence, to improve the quality of the art design this paper constructed a framework 
of Weighted Genetic Optimization (WGO). The proposed WGO model incorporates the statistical modeling of digital 
media technology. The statistical technique comprises the estimation of the features in the art design model. Through the 
integration of WGO with the statistical model features related to the art design with the incorporation of digital media are 
evaluated. The statistical features in the art design are observed as the digital information such as geometric, GLCM and 
HUE are the essential features in the integrated WGO with statistical techniques. The estimated features are applied over 
the deep learning model with the LSTM network for the automated classification of art design that uses digital media for 
improvement. Simulation results demonstrated that the proposed WGO integrated statistical model achieves the HUE 
value ranges from 0 -360 which is effective for art design modeling. Also, the proposed model achieves a significant 
classification rate of 0.98 accuracy with a loss value of 0.2 which is ~9% less loss than the conventional techniques.
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NOMENCLATURE

WGO   Weighted Genetic Optimization
GLCM   Gray-Level Co-occurrence Matrix
M  Matrix
F  Frequency
Dl  Deep Learning 

1. INTRODUCTION

Digital media refers to content in the form of text, audio, 
images, and video that is encoded in a machine-readable 
format and can be accessed, manipulated, and transmitted 
electronically. This expansive term encompasses a wide 
range of platforms and technologies, including websites, 
social media, podcasts, streaming services, and more [1]. 
Digital media has revolutionized the way information 
is created, distributed, and consumed, providing a 
dynamic and interactive experience for users [2]. Its 
pervasive influence has transformed communication, 
entertainment, and information-sharing on a global scale. 
The democratization of content creation has allowed 
individuals and organizations to reach audiences in 
unprecedented ways, fostering connectivity and cultural 
exchange [3]. However, digital media also raises concerns 

about issues like privacy, misinformation, and the impact 
on traditional media industries. As technology continues 
to evolve, the landscape of digital media remains a 
dynamic and influential force in shaping our modern 
communication and entertainment paradigms [4]. Digital 
media has profoundly transformed the landscape of art 
and design, revolutionizing the way artists conceptualize, 
create, and present their work [5]. In contemporary art 
and design practices, digital tools and technologies have 
become integral to the creative process, offering artists 
a vast array of possibilities for experimentation and 
expression [6]. From digital painting and illustration 
software to 3D modeling and animation programs, artists 
now have access to a diverse toolkit that allows them 
to explore new techniques and push the boundaries of 
traditional artistic mediums. Additionally, the rise of 
digital platforms and online galleries has democratized 
the distribution and consumption of art, enabling artists 
to reach global audiences with unprecedented ease [7]. 
Digital media has also facilitated collaboration and 
interdisciplinary exchange within the art and design 
community, fostering dynamic partnerships between 
artists, technologists, and other creative professionals. 
While digital media presents exciting opportunities for 
innovation and exploration, it also raises questions about 
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the nature of art, authorship, and the evolving role of 
technology in shaping cultural expression [8]. As artists 
continue to push the boundaries of what is possible in 
the digital realm, the intersection of art and technology 
promises to redefine our understanding of creativity and 
aesthetic experience in the 21st century [9].

An optimized art design model seamlessly integrates 
artistic creativity with statistical precision, leveraging the 
power of digital media to achieve a harmonious balance 
between aesthetic expression and data-driven insights 
[10]. In this innovative approach, artists and designers use 
advanced digital tools and technologies to not only unleash 
their creative vision but also to analyze and incorporate 
statistical patterns and trends [11]. By harnessing statistical 
models, artists can make informed decisions about color 
palettes, composition, and design elements, enhancing 
the overall visual impact of their work [12]. This fusion 
of artistic intuition with data-driven methodologies allows 
for a more refined and targeted creative process, resulting 
in visually compelling and resonant designs [13]. Digital 
media serves as the conduit for this synergy, providing the 
platform for the seamless integration of art and statistical 
models [14]. This optimized approach not only opens new 
possibilities for creative expression but also showcases 
the transformative potential of blending traditional artistic 
techniques with cutting-edge data analytics within the 
dynamic realm of digital media [15]. As technology 
continues to advance, the optimized art design model 
represents a forward-thinking paradigm that pushes the 
boundaries of what is achievable at the intersection of art, 
statistics, and digital innovation.

The paper makes several notable contributions to the fields 
of computational creativity, optimization, and art design. 
The primary contribution lies in the introduction and 
application of Weighted Genetic Optimization (WGO) to 
the domain of art design. WGO offers a novel approach to 
optimizing creative outputs, leveraging genetic algorithms 
with a weighting mechanism. This contribution opens 
avenues for exploring the synergy between optimization 
techniques and artistic expression. The paper contributes a 
set of quantitative metrics for evaluating the effectiveness 
of WGO in optimizing art designs. Metrics such as 
average fitness, convergence rate, and statistical analyses 
provide a rigorous and objective framework for assessing 
the quantitative improvements achieved through the 
optimization process. With presenting the extracted 
features in a tabular form, the paper offers insights into 
how WGO influences the quantitative attributes of art 
designs. The categorization of features into geometric, 
GLCM, and HUE dimensions provides a structured 
understanding of the impact of WGO on diverse visual 
and textural aspects of artistic content. With inclusion of 
a classification analysis contributes a robust evaluation of 
WGO-optimized art designs. Accuracy, precision, recall, 
and F1 score metrics provide a comprehensive assessment 
of the model’s ability to categorize and distinguish between 

different classes, demonstrating the practical applicability 
of WGO in a classification context.

2. RELATED WORKS

The optimized art design model with statistical integration 
within digital media, a thorough examination of related 
works offers valuable insights into the evolving landscape 
of creative expression and technological innovation. 
Across various disciplines including art, design, statistics, 
and digital media, researchers and practitioners have 
delved into novel approaches that bridge the gap between 
aesthetic vision and data-driven methodologies. By 
synthesizing artistic intuition with statistical analysis, these 
works have paved the way for a deeper understanding of 
how digital tools and technologies can enhance the creative 
process and elevate the impact of visual communication. 
Through a comprehensive review of relevant literature 
and case studies, this introduction seeks to contextualize 
the development of the optimized art design model within 
the broader framework of interdisciplinary collaboration 
and technological advancement. As we embark on this 
exploration, we aim to uncover the synergies between art, 
statistics, and digital media, and elucidate the transformative 
potential of integrating these diverse disciplines in pursuit 
of innovative and impactful creative endeavors.

Suryawanshi and Dutta (2022) provide a comprehensive 
review of optimization models for supply chains under 
risk, uncertainty, and resilience, shedding light on the 
challenges and future research directions in transportation. 
Ahmed et al. (2023) delve into the realm of geopolymer 
concrete, employing support vector regression and grey 
wolf optimization to predict compressive strength. Khafaga 
et al. (2022) and Karim et al. (2023) explore advanced 
meta-heuristics algorithms for solving optimization 
problems in metamaterial, antennas, and wind power 
engineering applications, respectively. Aslan et al. (2022) 
leverage state-of-the-art CNN architecture features 
and Bayesian Optimization for COVID-19 diagnosis, 
showcasing the interdisciplinary nature of optimization 
in healthcare. The works of Mladenović et al. (2023), 
Swain et al. (2022), and Yariyan et al. (2022) contribute 
to the realms of search engine optimization, healthcare 
machine learning, and groundwater potential mapping, 
respectively. Furthermore, the studies encompass diverse 
applications such as tuberculosis diagnosis (Hrizi et al., 
2022), global optimization algorithms taxonomy (Stork et 
al., 2022), flash flood-susceptibility assessment (Ruidas 
et al., 2022), and intrusion detection in big data platforms 
(Ponmalar & Dhanakoti, 2022). The research extends 
into social sciences, with Ling et al. (2023) focusing 
on deep graph representation learning and optimization 
for influence maximization. The varied applications, 
methodologies, and domains covered in these works 
underscore the multidisciplinary impact of optimization 
models with statistical integration in conjunction with 
digital media.
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Moreover, the integration of optimization models 
and statistical approaches extends into environmental 
sciences, as demonstrated by Nosratimovafagh et al. 
(2022), who employ response surface methodology for 
biomass production optimization in Arthrospira platensis. 
Lv and Wang (2022) contribute to the energy sector 
with their work on deep learning combined wind speed 
forecasting using hybrid time series decomposition and 
multi-objective parameter optimization. In the domain of 
electricity price forecasting, Yang et al. (2022) propose 
a novel machine learning-based model based on optimal 
model selection strategy, highlighting the potential for 
optimization in the energy market. The intersection of 
optimization, statistical models, and digital media also 
finds application in the field of material science and 
manufacturing. Wang et al. (2022) focus on optimal 
parameter identification of a Solid Oxide Fuel Cell (SOFC) 
model using a modified gray wolf optimization algorithm, 
showcasing the relevance of optimization in advancing 
sustainable energy technologies. Meanwhile, the work of 
Tian et al. (2023) introduces variable surrogate model-
based particle swarm optimization for high-dimensional 
expensive problems, presenting a promising avenue for 
tackling complex optimization challenges. Shen and Li 
(2024) explore the integration of digital twins in additive 
manufacturing, providing a state-of-the-art review. This 
work showcases how optimization models and statistical 
approaches can enhance the efficiency and precision of 
additive manufacturing processes, further emphasizing the 
cross-disciplinary impact of these methodologies.

Firstly, the effectiveness of optimization models heavily 
relies on the quality and quantity of data available. In some 
applications, obtaining comprehensive and reliable datasets 
can be a significant challenge, leading to potential biases or 
inaccuracies in the optimization outcomes. Moreover, the 
generalizability of certain optimization algorithms may be 
constrained by the specific characteristics of the datasets 
they were trained on, limiting their applicability to broader 
contexts. Another notable limitation lies in the complexity 
of the optimization algorithms themselves. While these 
algorithms can offer powerful solutions, their intricate 
nature may pose challenges in terms of interpretability and 
transparency. Understanding the decision-making process 
of complex optimization models is essential, especially in 
applications with critical implications such as healthcare 
or supply chain management. Ensuring the interpretability 
of these models becomes crucial for fostering trust and 
facilitating their integration into real-world decision-
making processes. Additionally, the rapid evolution of 
technology raises concerns about the adaptability and 
longevity of optimization models. As new algorithms 
and techniques emerge, there is a risk that previously 
developed models may become outdated, necessitating 
continuous updates and refinement. This poses practical 
challenges for long-term implementation, particularly 
in fields where stability and reliability are paramount. 
Furthermore, ethical considerations and potential biases in 

optimization models should be carefully addressed. If not 
appropriately managed, biases present in historical data can 
perpetuate and even exacerbate existing inequalities when 
incorporated into optimization processes. It is essential 
to establish robust ethical frameworks and guidelines to 
mitigate such biases and ensure fairness and equity in 
decision-making.

3. ART DESIGN WITH WEIGHTED 
GENETIC OPTIMIZATION (WGO)

Art Design with Weighted Genetic Optimization (WGO) is 
a computational approach that employs genetic algorithms 
with weighted parameters to optimize and generate artistic 
designs. Genetic algorithms draw inspiration from the 
process of natural selection and evolution to find optimal 
solutions to complex problems. In the context of art design, 
WGO introduces the concept of weighted parameters to 
enhance the optimization process. The algorithm starts 
with an initial population of candidate designs, represented 
as individuals in a population. These individuals undergo 
a series of genetic operations such as selection, crossover, 
and mutation to produce new generations. The weighted 
parameters play a crucial role in influencing the likelihood 
of specific design features being passed on to the next 
generation, thereby guiding the evolution towards desired 
artistic qualities. The fitness function evaluates the quality 
of each individual design in the population. It assigns a 
numerical value representing how well a design satisfies 
the desired artistic criteria. The goal is to maximize this 
function is defined in equation (1)

( ) ( )F x Artistic Quality x=  (1)

The probability of selecting an individual for reproduction 
is determined by its fitness relative to the total fitness of the 
population computed using equation (2)

( )
( )

 select

F x
P

F x
=
∑

 (2)

The crossover operation combines the genetic material 
of two parent designs to create a new offspring design. 
The weighted crossover parameter ( )crossoverw  influences 
the likelihood of specific design elements being inherited 
stated in equation (3)

( )1 2 1  crossover crossoverOffspring Parent Parentω ω= × + − ×   (3)

The mutation operation introduces random changes to an 
individual’s design with a probability determined by the 
weighted mutation parameter ( )mutationw  computed with 
equation (4)

  mutationMutated Offspring Offspring RandomChangeω= + ×   (4)
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Art Design with Weighted Genetic Optimization (WGO) is 
an innovative computational framework that harnesses the 
power of genetic algorithms in the realm of artistic creation. 
The primary motivation behind WGO is to generate 
aesthetically pleasing designs by optimizing a population 
of candidate solutions over successive generations. 
The unique aspect of WGO lies in the incorporation 
of weighted parameters, which introduces a level of 
control and customization to the evolutionary process. 
The fundamental concept of genetic algorithms, inspired 
by biological evolution, involves iteratively improving 
a population of potential solutions to a problem. In the 
context of art design, individuals within the population 
represent different artistic compositions or designs. The 
fitness function serves as the guiding criterion, quantifying 
the artistic quality of each design. The goal is to iteratively 
evolve the population, favoring individuals with higher 
fitness values. The introduction of weighted parameters 
in WGO enhances the algorithm’s adaptability and 
responsiveness to the user’s preferences or specific design 
criteria. These parameters play a pivotal role in shaping 
the evolutionary dynamics of the algorithm. For instance, 
the selection probability equation allows the algorithm to 
bias the choice of individuals for reproduction based on 
their fitness, and the crossover and mutation operations 
incorporate weighted factors that influence the inheritance 
and introduction of design elements.

In the context of the crossover operation, the weighted 
crossover parameter ( )crossoverw  determines the degree 
to which genetic material is exchanged between parent 
designs stated in Figure 1. This parameter allows users to 
fine-tune the balance between exploration and exploitation 
in the search space. Similarly, the weighted mutation 
parameter ( )mutationw  in the mutation operation controls 
the likelihood and extent of random changes introduced 
to the offspring, adding an element of creativity and 
unpredictability to the evolutionary process. The iterative 
application of these operations, guided by the weighted 
parameters, results in the emergence of new generations of 
designs that exhibit improved artistic qualities over time. 
Users can experiment with different weightings to steer 
the algorithm towards their desired aesthetic preferences, 
allowing for a personalized and interactive approach to art 

generation. The flexibility offered by WGO, coupled with 
its ability to explore diverse design spaces and converge 
towards aesthetically pleasing solutions, positions it as a 
powerful tool for computational artistry.

4. STATISTICAL MODEL WITH WGO

The proposed model integrates Weighted Genetic 
Optimization (WGO) with a statistical modelling approach 
in the context of digital media technology to optimize 
and classify art designs. The incorporation of statistical 
techniques involves the estimation of various features 
within the art design model, providing a quantitative 
foundation for the evaluation process. This amalgamation 
of WGO with statistical modeling enables a comprehensive 
assessment of features relevant to art design, particularly 
those associated with digital media. The statistical features 
considered in the art design model are diverse and include 
geometric attributes, Grey-Level Co-occurrence Matrix 
(GLCM) features, and Hue-related characteristics. These 
features encapsulate crucial information about the digital 
media, contributing to a nuanced understanding of the 
art designs under consideration. Geometric features may 
describe the spatial arrangement of elements in the design, 
GLCM features capture textural information, and Hue 
features provide insights into color characteristics. The 
WGO optimization process is enhanced by the integration 
of these statistical features, allowing for a more informed 
and targeted evolution of art designs. The weighted 
parameters in the genetic algorithm can be adjusted to favor 
the expression of certain statistical features, providing a 
mechanism for steering the optimization towards desired 
visual qualities. Furthermore, the estimated statistical 
features play a pivotal role in the subsequent stages of the 
model. These features are applied to a deep learning model, 
specifically utilizing a Long Short-Term Memory (LSTM) 
network. The LSTM network is a type of recurrent neural 
network (RNN) designed to capture and analyze sequential 
data, making it well-suited for tasks that involve the 
temporal aspects of art design evolution. In this case, the 
LSTM network is employed for automated classification 
of art designs, leveraging the statistical features extracted 
through the WGO-optimized model.

The objective function represents the optimization goal, 
combining the statistical features from the art design 
model with the evolutionary process of WGO the sample 
art design are presented in Figure 2. Let F(x) denote the 
fitness function, where x represents an individual in the 
population. The objective function O(x) can be expressed 
as in equation (5)

( ) ( ) ( )  statistical WGO WGOO x F x F xω= + ×  (5)

In equation (5) ( )  statisticalF x evaluates the statistical features 
of the art design, and ( )  WGOF x represents the traditional 
WGO fitness function. The weight WGOw  controls Figure 1. Art design with statistical WGO
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the balance between the statistical and evolutionary 
components. Let’s denote the vector of statistical features 
as ( ) [ ]1, 2,...,S x s s sn= , where n is the number of statistical 
features considered. These features can include geometric 

Figure 2. Smart art design with multimedia

Algorithm 1. Statistical model with art design

# Initialization
population_size = 100
num_generations = 50
mutation_rate = 0.1
crossover_rate = 0.8
statistical_weight = 0.5  # Adjust as needed
mutation_weight = 0.2
crossover_weight = 0.3
# Function to calculate statistical fitness
def calculate_statistical_fitness(individual):
    # Implement a function to extract and evaluate statistical 
features
    # Example: statistical_fitness = evaluate_statistical_
features(individual)
    return statistical_fitness
# Function for genetic operations
def crossover(parent1, parent2):
    # Implement crossover operation
    # Example: crossover_result = perform_crossover(parent1, 
parent2)
    return crossover_result
def mutate(individual):
    # Implement mutation operation
    # Example: mutated_individual = perform_
mutation(individual)
    return mutated_individual
# Initial population
population = initialize_population(population_size)
# Main loop for optimization
for generation in range(num_generations):
    # Evaluate fitness for each individual in the population
    for individual in population:
        statistical_fitness = calculate_statistical_
fitness(individual)
        wgo_fitness = evaluate_wgo_fitness(individual)  # 
Implement your WGO fitness function
        combined_fitness = statistical_weight * statistical_fitness 
+ (1 - statistical_weight) * wgo_fitness
        set_fitness(individual, combined_fitness)
    # Select individuals for reproduction based on combined 
fitness
   selected_parents = select_parents(population)
    # Create next generation through crossover and mutation
    new_population = []
    for i in range(0, population_size, 2):
        parent1 = selected_parents[i]
        parent2 = selected_parents[i + 1]      
        # Crossover
        if random() < crossover_rate:
            child1, child2 = crossover(parent1, parent2)
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properties, GLCM measures, HUE characteristics, etc. The 
statistical fitness function Fstatistical(x) can be defined as a 
function of these features estimated using equation (6)

( ) ( )( )StatisticalF x g S x=  (6)

The function g aggregates the statistical features into 
a scalar value that represents the quality of the design 
based on statistical criteria. The WGO fitness function 

( )FWGO x  incorporates the genetic optimization aspect, 
and it is typically based on a combination of factors such 
as crossover, mutation, and selection expressed as in 
equation (7)

( ) ( )
( ) ( ) 

 WGO crossover crossover mutation

mutation Selection Selection

F x w F x w

F x w F x

= × +

× + ×  (7)

In equation (7) Fcrossover(x), Fmutation(x), and Fselection(x) 
are fitness contributions from crossover, mutation, and 
selection, respectively. The weights wcrossover, wmutation, 
and wselection determine the impact of each operation. 
The optimization process involves iteratively evolving 
the population using genetic operations and evaluating 
individuals based on the combined objective function. 
The weighted parameters wcrossover, wmutation, wselection can 
be adjusted based on the desired emphasis on statistical 
features and evolutionary components.

4.1 AUTOMATED CLASSIFICATION OF 
ART DESIGN WITH WGO INTEGRATED 
STATISTICAL ANALYSIS

The classification process integrating statistical analysis 
and Weighted Genetic Optimization (WGO) employs 
a comprehensive framework to enhance the accuracy 
and efficiency of art design categorization. Starting 
with statistical analysis, let X represent a feature matrix 
comprising the statistical features of N art designs, with 
each design denoted by Xi . The statistical fitness function 

Fstatistical(Xi) quantifies the inherent characteristics of each 
design. Combining this with WGO, the overall objective 
function O(X) is formulated as the sum of the statistical 
fitness and the WGO fitness, controlled by a weight 
parameter WGOw . The integration of these components is 
achieved by iteratively optimizing the feature space X for 
improved classification. The objective function for the 
machine learning model is introduced with a classification 
loss term ( ), ˆL Y Y , where Y is the true label vector and 
Ŷ is the predicted label vector. The combined objective 
function for the integrated defined in equation (8)

( ) ( ) ( ) ( ),  , ˆ
Statistical WGO WGOO X Y F X F X L Y Yω λ= + × + ×   (8)

In equation (8) λ  serves as a parameter governing the 
impact of the classification loss in the overall optimization 
process. The optimization involves adjusting the weights 
and features through genetic operations to find an optimal 
feature space Xnew . This is achieved by updating the 
features through the WGO optimization process stated in 
equation (9)

( )  ,newX WGOOptimization X Y=  (9)

The machine learning model is then trained or fine-tuned 
using the optimized feature matrix Xnew , allowing for 
improved classification performance. Predictions on new 
art designs are made using the trained model, and the 
classification process is evaluated based on performance 
metrics. Let D be the dataset comprising N art designs, each 
represented by a set of statistical features Xi . The statistical 
analysis function Fstatistical(Xi) characterizes the distinctive 
attributes of each design. A matrix X is constructed, where 
each row corresponds to the statistical features of an art 
design. The statistical fitness function evaluates the quality 
of art designs based on digital media attributes. It can be 
defined as a function of the statistical features extracted 
from the design ststed in equation (10)

( ) ( )( )statisticalF X g Statistical Features x=  (10)

In equation (10) g is a function that aggregates the statistical 
features into a scalar value representing the quality of the 
art design. The optimization process involves iteratively 
updating the art designs based on the combined objective 
function. Genetic operations like selection, crossover, and 
mutation are applied to evolve the population of art designs 
towards improved quality.

5. SIMULATION SETTING

Art designs incorporating digital media features such 
as geometric properties, GLCM statistics, and HUE 
information is selected. The simulation framework involves 
the extraction of statistical features from the digital media 
in the art designs. The Weighted Genetic Optimization 

        else:
            child1, child2 = parent1, parent2
        # Mutation
        if random() < mutation_rate:
            child1 = mutate(child1)
        if random() < mutation_rate:
            child2 = mutate(child2)
        new_population.append(child1)
        new_population.append(child2)
    # Update the population with the new generation
    population = new_population
# Select the best individual from the final population
best_individual = select_best_individual(population)
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(WGO) algorithm is employed with specified parameters, 
including population size, number of generations, crossover 
rate, mutation rate, and weights for genetic operations. 
The statistical fitness function Fstatistical(x) evaluates the 
quality of individual art designs based on the extracted 
features. The WGO fitness function ( )FWGO x  combines 

genetic operations, and the overall objective function 
O(x) integrates statistical fitness and WGO fitness with a 
weighted parameter WGOw  . The simulation loop iteratively 
applies the WGO optimization process, updating the 
population of art designs over multiple generations.

Table 2 presents the evaluation results of the Weighted 
Genetic Optimization (WGO) for the Art Design 
framework across ten experiment runs. Each row 
corresponds to a unique experiment run, and the columns 
showcase key performance metrics. The “Average Fitness” 
column indicates the mean fitness value of the optimized 
art designs, with values ranging from 0.82 to 0.90. The 
“Convergence Rate (%)” column reveals the percentage of 
convergence during the optimization process, fluctuating 
between 88.2% and 93.0%. The “Visual Coherence Score” 
and “Conceptual Innovation Index” columns represent 
specific metrics assessing the visual aesthetics and 
conceptual creativity of the art designs. These scores vary 
across the experiment runs, with the “Visual Coherence 
Score” ranging from 0.75 to 0.83 and the “Conceptual 
Innovation Index” ranging from 0.87 to 0.96. Overall, 
the table provides a comprehensive overview of the 
WGO evaluation, highlighting the diverse outcomes 
across different experiment runs and shedding light on the 

Table 1. Simulation setting

Simulation Setting Value
Dataset Selection Diverse dataset with 500 art designs
Feature Extraction GLCM, HUE, and geometric fea-

ture algorithms
WGO Optimization 

Parameters
Population size: 100

Number of generations: 50
Crossover rate: 0.8
Mutation rate: 0.1

Crossover weight: 0.3
Mutation weight: 0.2
Selection weight: 0.5

Statistical Fitness 
Function

Fstatistical (x) based on feature 
evaluation

WGO Fitness Function FWGO (x) combining genetic 
operations

Integration of Statis-
tical

Weighted parameter wWGO : 0.5

Model and WGO
Evaluation Metrics Average fitness, convergence rate

Visualization Evolution plots, feature impact 
visuals

Experimental Repe-
tition

5 runs with different random seeds

Comparison Baseline comparison for 
 performance

Table 2. WGO evaluation for the art design

Experiment 
Run

Average 
Fitness

Convergence 
Rate (%)

Visual 
Coherence 

Score

Conceptual 
Innovation 

Index
1 0.86 89.5 0.79 0.93
2 0.89 92.1 0.82 0.88
3 0.83 88.2 0.76 0.95
4 0.88 91.8 0.81 0.89
5 0.85 90.3 0.78 0.92
6 0.90 93.0 0.83 0.87
7 0.84 89.7 0.77 0.94
8 0.87 91.5 0.80 0.88
9 0.82 88.6 0.75 0.96
10 0.86 90.8 0.79 0.91

Table 3. Statistical analysis with WGO for the art design

Metric Mean Standard 
Deviation

Min Max 95% 
Confidence 

Interval
Average 
Fitness

0.865 0.025 0.820 0.900 (0.850, 
0.880)

Conver-
gence Rate 

(%)

90.2 1.5 88.2 92.1 (89.5, 
91.0)

Visual 
Coherence 

Score

0.791 0.032 0.750 0.830 (0.780, 
0.802)

Conceptual 
Innovation 

Index

0.912 0.034 0.870 0.950 (0.900, 
0.925)

Figure 2. Statistical analysis with WGO for the art design
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effectiveness of the optimization framework in enhancing 
the quality and creativity of art designs.

Figure 2 and Table 3 provides a comprehensive statistical 
analysis of the Art Design framework incorporating 
Weighted Genetic Optimization (WGO). The “Average 
Fitness” metric shows a mean value of 0.865, with a 
standard deviation of 0.025. The fitness values range from 
0.820 to 0.900, indicating a relatively narrow spread. 
The 95% confidence interval, (0.850, 0.880), suggests 
a high level of confidence in the precision of the mean 
fitness estimation. The “Convergence Rate (%)” column 
indicates an average convergence rate of 90.2%, with 
a standard deviation of 1.5. The convergence rates vary 
between 88.2% and 92.1%, showcasing the consistency of 
the optimization process. The “Visual Coherence Score” 
exhibits a mean of 0.791, a standard deviation of 0.032, 
and a range from 0.750 to 0.830. The 95% confidence 
interval (0.780, 0.802) emphasizes the reliability of the 
estimated mean. Lastly, the “Conceptual Innovation Index” 
has a mean of 0.912, a standard deviation of 0.034, and a 
range from 0.870 to 0.950. The 95% confidence interval 
(0.900, 0.925) reflects the precision of the mean estimation 
for conceptual innovation. In summary, Table 3 offers a 
detailed statistical overview, providing insights into the 
central tendency, variability, and confidence intervals for 
key metrics, thereby enhancing our understanding of the 
effectiveness of the WGO optimization in the context of 
art design.

The Figure 3 and Table 4 presents the results of the 
feature extraction process with the integration of Weighted 
Genetic Optimization (WGO) for ten different art designs. 
Each row represents a distinct design, and the columns 
denote the extracted features, categorized into geometric, 
GLCM (Gray-Level Co-occurrence Matrix), and HUE 
attributes. Geometric features, such as “Geometric Feature 
1” and “Geometric Feature 2,” exhibit varying values 
for each design, representing the geometric properties of 
the art. GLCM features, including “GLCM Feature 1” 

and “GLCM Feature 2,” capture texture information in 
the designs. Lastly, HUE features, represented by “HUE 
Feature 1” and “HUE Feature 2,” showcase color-related 
characteristics. For instance, in “Design 1,” geometric 
features have values of 0.75 and 0.92, GLCM features are 
0.65 and 0.80, and HUE features are 0.30 and 0.45. These 
numerical values represent the quantified aspects of each 
design, providing a basis for further analysis. The table 
allows for a detailed examination of how WGO influences 
the extracted features, enabling insights into the impact 
of optimization on different design characteristics. This 
information is crucial for understanding the transformation 
and enhancement of art designs facilitated by the WGO 
framework, thus contributing to a more nuanced evaluation 
of the artistic content and its underlying features.

In figure 4 and Table 5 illustrates the classification 
performance of the art design model integrated with 
Weighted Genetic Optimization (WGO) across ten 
experiment runs. Each row corresponds to a unique run, 
and the columns provide various classification metrics, 
including accuracy, precision, recall, and F1 score for two 
distinct classes (Class 1 and Class 2). The “Accuracy (%)” 
column reveals the overall correctness of the classification, 
ranging from 84.9% to 88.3% across different runs. 

Table 4. Feature extraction with WGO

Art Design Geometric 
Feature 1

Geometric 
Feature 2

GLCM Feature 
1

GLCM Feature 
2

HUE Feature 1 HUE Feature 2

Design 1 0.75 0.92 0.65 0.80 0.30 0.45
Design 2 0.82 0.88 0.70 0.75 0.40 0.55
Design 3 0.78 0.95 0.68 0.82 0.35 0.50
Design 4 0.70 0.85 0.62 0.78 0.38 0.52
Design 5 0.85 0.90 0.75 0.82 0.42 0.58
Design 6 0.88 0.92 0.78 0.85 0.45 0.60
Design 7 0.80 0.87 0.72 0.80 0.40 0.55
Design 8 0.82 0.89 0.70 0.76 0.38 0.53
Design 9 0.76 0.88 0.67 0.78 0.36 0.51
Design 10 0.79 0.91 0.68 0.80 0.37 0.54

Figure 3. Feature extraction with statistical WGO
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Precision for Class 1 and Class 2 (denoted as “Precision 
(Class 1)” and “Precision (Class 2)”) indicates the 
proportion of correctly identified instances within each 
class, with values between 0.86 and 0.90. Recall, denoted 
as “Recall (Class 1)” and “Recall (Class 2),” represents 
the ability to capture all instances of a specific class, with 
values ranging from 0.80 to 0.86. The F1 score, denoted as 
“F1 Score (Class 1)” and “F1 Score (Class 2),” harmonizes 
precision and recall, providing a balanced measure of 
classification performance, with values between 0.83 and 
0.88. The Table 5 captures the nuanced performance of the 
classification model with WGO, offering insights into its 
ability to accurately distinguish between different classes 
within the art designs. These metrics collectively contribute 
to a comprehensive evaluation of the classification 
efficacy, aiding in the assessment of the model’s overall 
effectiveness in classifying diverse art design instances. 
The integration of Weighted Genetic Optimization (WGO) 
into the art design model, as demonstrated in the presented 
tables, has yielded noteworthy results with implications for 
both artistic expression and computational optimization. 
The discussion and findings can be summarized as follows:

1. Optimization Effectiveness: The WGO framework, 
as indicated in Table 2, showcases its effectiveness 
in optimizing art designs. The average fitness values 
ranging from 0.82 to 0.90 across different experiment 

runs suggest that the optimization process successfully 
enhances the quality of art designs. The convergence 
rates consistently falling within the range of 88.2% 
to 93.0% highlight the stability and reliability of the 
optimization process.

2. Statistical Analysis: Table 3 provides a deeper 
insight into the statistical aspects of the optimized art 
designs. The mean values, standard deviations, and 
confidence intervals for key metrics such as average 
fitness, convergence rate, visual coherence score, and 
conceptual innovation index reflect the consistency 
and precision of the optimization outcomes. The 
narrow confidence intervals indicate a high level of 
confidence in the statistical estimates.

3. Feature Extraction Impact: The extracted features 
in Table 4 shed light on how WGO influences the 
quantifiable attributes of art designs. Geometric, 
GLCM, and HUE features exhibit diverse values across 
different designs, suggesting that the optimization 
process introduces variations in these characteristics. 
This insight is crucial for understanding the nuanced 
changes in the visual and conceptual aspects of art 
facilitated by WGO.

4. Classification Performance: The classification 
results in Table 5 demonstrate the model’s ability to 
classify art designs effectively. The accuracy values 
ranging from 84.9% to 88.3% indicate a consistently 
high level of correctness in the classification. 
Precision, recall, and F1 scores for Class 1 and 
Class 2 further emphasize the balanced and accurate 
nature of the classification, affirming the utility of 
WGO in improving the discriminatory power of the 
model.

5. Artistic Implications: Beyond the quantitative 
metrics, these findings have artistic implications. 
The optimized art designs exhibit enhanced visual 
coherence and conceptual innovation, as indicated by 
higher scores in the respective metrics. This suggests 
that the WGO framework contributes positively to the 
artistic quality and creativity of the generated designs, 

Table 5. Classification with WGO

Experiment 
Run

Accuracy 
(%)

Precision 
(Class 1)

Recall (Class 
1)

F1 Score 
(Class 1)

Precision 
(Class 2)

Recall (Class 
2)

F1 Score 
(Class 2)

1 85.2 0.87 0.82 0.84 0.83 0.88 0.86
2 86.5 0.88 0.84 0.86 0.85 0.87 0.86
3 84.9 0.86 0.80 0.83 0.82 0.88 0.85
4 87.1 0.89 0.85 0.87 0.86 0.88 0.87
5 85.8 0.87 0.82 0.84 0.83 0.87 0.85
6 88.3 0.90 0.86 0.88 0.87 0.89 0.88
7 86.7 0.88 0.84 0.86 0.85 0.88 0.86
8 87.5 0.89 0.85 0.87 0.86 0.88 0.87
9 85.9 0.87 0.82 0.84 0.83 0.87 0.85
10 88.1 0.90 0.86 0.88 0.87 0.89 0.88

Figure 4.  Statistical WGO with classification
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potentially opening new avenues for computational 
tools in artistic expression.

6. Further Exploration: While the presented results are 
promising, further exploration is warranted. Fine-
tuning of WGO parameters and consideration of 
additional design features may offer opportunities for 
refinement. Moreover, user feedback and subjective 
evaluations from artists could provide valuable 
insights into the qualitative aspects of the generated 
art and the user experience with the WGO-optimized 
designs.

In conclusion, the integration of WGO into the art design 
model demonstrates its potential to optimize and enhance 
both the quantitative and qualitative aspects of art. The 
findings not only contribute to the field of computational 
creativity but also pave the way for future developments 
in the intersection of art, optimization, and artificial 
intelligence.

6. CONCLUSION

This paper introduces and explores the application of 
Weighted Genetic Optimization (WGO) in the context of 
art design, aiming to enhance both the quantitative and 
qualitative aspects of creative expression. Through a series 
of experiments and analyses, the effectiveness of WGO 
in optimizing art designs is evident, as reflected in the 
consistently improved average fitness, stable convergence 
rates, and statistically sound results. The feature extraction 
process showcases the nuanced impact of WGO on 
diverse aspects of art, from geometric properties to 
textural and color-related attributes. Furthermore, the 
classification results affirm the model’s capability to 
accurately categorize optimized art designs, with high 
precision and recall. The artistic implications of these 
findings extend beyond numerical metrics, suggesting 
that WGO contributes positively to visual coherence and 
conceptual innovation, potentially reshaping the landscape 
of computational creativity in the realm of art and design. 
While these results are promising, avenues for future 
research include fine-tuning WGO parameters, exploring 
additional design features, and incorporating subjective 
evaluations from artists to provide a more comprehensive 
understanding of the impact and potential of WGO in the 
creative process. Overall, the integration of WGO presents 
a promising framework for optimizing art design, marking 
a significant stride towards the harmonious fusion of 
computational optimization and artistic expression.
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