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SUMMARY

Predicting stock trends is a complex task influenced by various factors such as market sentiment, economic indicators, and 
company performance. Analysts often employ technical analysis, studying historical price patterns and trading volumes, 
as well as fundamental analysis, assessing financial statements and industry trends. Deep Learning models have also 
gained popularity for predicting stock trends, using algorithms to identify patterns and relationships in large datasets. 
Deep learning algorithms, particularly neural networks, excel at recognizing intricate patterns and relationships within 
complex datasets, making them well-suited for predicting stock prices, identifying trends, and managing risk. Hence, 
this paper proposed a Bird Swarm Optimization ARIMA LSTM (BSO-ARIMA-DL) model for stock trend prediction. 
The proposed BSO-ARIMA-DL model performance is applied in the company datasets Apple, Amazon, and Infosys 
for stock trend prediction. With the proposed BSO-ARIMA-DL model features are optimized for the identification of 
features in the dataset for the evaluation of optimal features. Upon the estimation of features, the ARIMA model with 
the LSTM architecture is implemented for the stock trend analysis. The proposed BSO-ARIMA-DL model deep learning 
model is implemented for the stock trend prediction in the companies. The results demonstrated that the proposed BSO-
ARIMA-DL model exhibits a minimal error of ~10% minimal to the conventional ARIMA model. 
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1. INTRODUCTION

Over the past few years, the stock market has experienced 
dynamic shifts and notable trends, reflecting a blend 
of economic, technological, and geopolitical factors. 
With the advent of digital trading platforms and the 
proliferation of online investing, accessibility to the 
stock market has increased, attracting a diverse range 
of participants, from seasoned investors to newcomers. 
Technological advancements, such as algorithmic trading 
and artificial intelligence, have reshaped trading strategies 
and market dynamics, introducing both opportunities and 
challenges. Moreover, the global economy has witnessed 
fluctuations influenced by events such as trade tensions, 
geopolitical conflicts, and the COVID-19 pandemic, 
which triggered unprecedented market volatility. Central 
bank policies, particularly concerning interest rates 
and quantitative easing measures, have also played a 
significant role in shaping investor sentiment and market 
movements. Amidst these complexities, themes such 
as sustainable investing and the rise of cryptocurrencies 
have emerged as focal points, reflecting evolving investor 
preferences and market narratives. As we navigate the 
uncertainties and opportunities of the current stock market 
landscape, adaptability and informed decision-making 

remain paramount for investors seeking to navigate the 
dynamic terrain. The prediction of stock market prices is 
notoriously challenging due to the multitude of variables 
influencing market movements, including economic 
indicators, company performance, geopolitical events, and 
investor sentiment. While various analytical techniques, 
including technical analysis, fundamental analysis, and 
machine learning algorithms, are employed to forecast 
prices, inherent uncertainties often make accurate 
predictions elusive. Investors should approach any price 
prediction with caution, understanding the inherent risks 
involved. While historical data and market trends can 
provide valuable insights, unforeseen events and market 
shocks can quickly invalidate even the most sophisticated 
predictions. Instead, investors are encouraged to focus on 
long-term investment strategies, diversification, and risk 
management practices to navigate the inherent volatility 
of the stock market effectively. Additionally, staying 
informed about market fundamentals and conducting 
thorough research on individual stocks can help investors 
make well-informed decisions aligned with their financial 
goals and risk tolerance. Ultimately, while predictions 
may offer guidance, prudent investing involves a blend 
of analysis, discipline, and adaptability in response to the 
ever-changing dynamics of the stock market.
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Stock market trend prediction is a complex endeavor that 
encompasses the analysis of numerous factors influencing 
market behavior, ranging from economic indicators and 
company performance to geopolitical events and investor 
sentiment. Through the application of statistical models, 
technical analysis, and machine learning algorithms, 
analysts attempt to forecast the direction in which stock 
prices are likely to move over time. While no method can 
perfectly predict market movements due to the inherent 
uncertainties and volatility, these predictions serve as 
valuable tools for investors and traders seeking to make 
informed decisions. By examining patterns and trends 
in historical data and identifying potential catalysts 
for market shifts, analysts aim to provide insights into 
potential opportunities and risks in the stock market. 
However, it’s essential to recognize the limitations of 
prediction models and exercise caution, as unexpected 
events can quickly disrupt anticipated trends. As such, 
prudent investors supplement trend predictions with 
risk management strategies and a diversified portfolio to 
navigate the ever-changing landscape of the stock market 
effectively. Stock market trend prediction has undergone 
a transformative shift with the integration of deep 
learning techniques, marking a significant advancement 
in forecasting capabilities. Deep learning, a subset of 
artificial intelligence, involves training neural networks 
to recognize complex patterns and relationships within 
data. By leveraging vast amounts of historical market 
data, deep learning models can identify intricate trends 
and correlations that may elude traditional analytical 
methods. These models excel at capturing non-linear 
dependencies and adapting to evolving market dynamics, 
thereby offering enhanced accuracy in trend prediction. 
Through the analysis of various indicators, such as 
price movements, trading volumes, and macroeconomic 
factors, deep learning algorithms can generate forecasts 
that guide investment decisions with greater precision. 
However, while deep learning holds promise in improving 
predictive accuracy, it’s essential to acknowledge the 
challenges associated with model interpretation and the 
potential for overfitting. As such, the integration of deep 
learning into stock market trend prediction represents 
a powerful tool for investors, but one that requires 
careful validation and ongoing refinement to realize its 
full potential in navigating the complexities of financial 
markets.

The paper makes several significant contributions to the 
field of stock price prediction:

1. Novel Methodology: The introduction of the Bird 
Swarm Optimization ARIMA Deep Learning (BSO-
ARIMA-DL) model represents a novel approach 
to stock price trend prediction. By integrating 
optimization techniques, traditional time series 
analysis (ARIMA), and deep learning, the model 
offers a comprehensive framework for accurate and 
reliable predictions.

2. Improved Accuracy: The experimental results 
demonstrate that the BSO-ARIMA-DL model 
outperforms traditional models such as the Feedforward 
Neural Network (FNN) and Convolutional Neural 
Network (CNN) in terms of Root Mean Squared Error 
(RMSE) and accuracy across multiple companies. This 
improvement in accuracy is essential for investors and 
financial analysts seeking more reliable predictions 
for making informed decisions.

3. Real-World Applicability: The proposed model holds 
significant potential for real-world applications in 
financial markets. By providing accurate predictions 
of stock price trends, the BSO-ARIMA-DL model 
can help investors and decision-makers navigate the 
complexities of the stock market and make more 
informed investment decisions.

4. Integration of Optimization Techniques: The 
incorporation of Bird Swarm Optimization (BSO) 
into the model contributes to its effectiveness by 
optimizing parameters and enhancing the performance 
of the ARIMA and deep learning components. This 
integration highlights the importance of optimization 
techniques in improving the accuracy and robustness 
of predictive models.

5. Contribution to Research: The paper contributes to 
the ongoing research efforts aimed at improving stock 
price prediction accuracy. By introducing a novel 
methodology and demonstrating its effectiveness 
through experimental results, the paper adds to the 
body of knowledge in the field and provides valuable 
insights for future research directions.

2. LITERATURE SURVEY

The literature survey on stock market trend prediction 
process provides a comprehensive overview of the 
methodologies, techniques, and advancements employed 
in forecasting future market movements. This survey 
serves as a roadmap for researchers and practitioners 
seeking to understand the evolution of predictive models 
in finance and the underlying theories driving their 
effectiveness. Spanning various disciplines such as 
economics, finance, mathematics, and computer science, 
the survey synthesizes a vast body of research, including 
empirical studies, theoretical frameworks, and practical 
applications. By analyzing the strengths and limitations 
of different approaches, the survey identifies key trends, 
emerging technologies, and areas for further exploration 
within the field of stock market prediction. Moreover, it 
highlights the challenges inherent in forecasting financial 
markets, such as data scarcity, model complexity, 
and the impact of unforeseen events. Ultimately, 
the literature survey provides valuable insights that 
inform the development of robust prediction models 
and guide future research efforts aimed at enhancing 
our understanding of market dynamics and improving 
predictive accuracy.
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Kim et al. (2022) delve into stock price prediction by 
tapping into sentiment analysis derived from the “Stock 
Discussion Room” on Naver. By analyzing the sentiment 
of discussions in online forums, the study aims to gauge 
investor sentiment and its potential impact on stock 
prices. This approach is valuable as it integrates real-
time sentiment data from social media platforms, which 
can provide insights into market sentiment shifts that may 
influence stock price movements. Kanwal et al. (2022) 
propose a sophisticated hybrid deep learning model called 
BiCuDNNLSTM-1dCNN for stock price prediction. 
By combining bidirectional cuDNN LSTM and one-
dimensional convolutional neural network (1dCNN), 
this model can capture both long-term dependencies 
and spatial features in the input data. The integration of 
multiple deep learning architectures enhances the model’s 
ability to extract meaningful patterns from complex stock 
market data, thereby improving predictive accuracy. Illa et 
al. (2022) introduce a stock price prediction methodology 
that utilizes the random forest algorithm and support vector 
machine (SVM). Random forest leverages the power of 
ensemble learning to aggregate predictions from multiple 
decision trees, while SVM is effective in handling high-
dimensional data and capturing complex relationships 
between variables. By combining these techniques, the 
proposed methodology offers a robust framework for stock 
price prediction.

Chen et al. (2022) propose a novel K-means-LSTM hybrid 
approach for predicting China’s commercial bank stock 
prices. This approach integrates K-means clustering to 
identify distinct clusters within the data, which are then 
used to initialize LSTM models tailored to each cluster. 
By adapting LSTM models to specific data clusters, the 
approach aims to improve predictive accuracy by capturing 
cluster-specific patterns and dynamics in commercial 
bank stock prices. Sen and Mehtab (2022) explore the 
architectures and applications of Long- and Short-Term 
Memory (LSTM) networks in stock price prediction. 
LSTM networks are well-suited for capturing temporal 
dependencies in sequential data, making them particularly 
effective for time series forecasting tasks like stock price 
prediction. The study examines various LSTM architectures 
and their performance in predicting stock prices, shedding 
light on best practices and potential improvements in 
LSTM-based predictive modeling. Swathi et al. (2022) 
propose an optimal deep learning-based LSTM model for 
stock price prediction using Twitter sentiment analysis. By 
integrating sentiment analysis from Twitter data, the model 
incorporates real-time market sentiment information into 
the prediction process, enhancing predictive accuracy. 
This study demonstrates the potential of leveraging social 
media data to improve stock price prediction models by 
capturing market sentiment trends in real time. Liu and 
Ma (2022) introduce a pioneering approach to stock price 
prediction using a quantum artificial neural network. 
Quantum computing offers the potential for exponential 
speedup in solving certain optimization problems, making 

it an intriguing avenue for financial forecasting tasks like 
stock price prediction. The study explores the application 
of quantum-inspired algorithms in building artificial neural 
networks for predicting stock closing prices, highlighting 
the potential of quantum computing in enhancing predictive 
modeling capabilities.

Li and Pan (2022) propose a novel ensemble deep learning 
model for stock prediction that integrates both stock prices 
and news data. By combining multiple deep learning 
architectures, including convolutional neural networks 
(CNNs) and recurrent neural networks (RNNs), the model 
can effectively capture complex relationships between 
stock prices and news sentiment. This approach leverages 
the complementary information from both data sources to 
improve predictive accuracy in stock market forecasting. 
Agrawal et al. (2022) present a deep learning-based model 
for stock prediction that focuses on technical indicators. 
Technical indicators are widely used in financial analysis 
to identify patterns and trends in stock price data. By 
leveraging deep learning techniques, such as recurrent 
neural networks (RNNs) or long short-term memory 
(LSTM) networks, the model can analyze complex 
patterns in technical indicator data to make more accurate 
predictions of future stock prices. Swathi et al. (2022) revisit 
the application of deep learning-based LSTM models for 
stock price prediction, incorporating Twitter sentiment 
analysis to improve forecasting accuracy. This study 
emphasizes the importance of integrating alternative data 
sources for more robust predictive models. By combining 
sentiment analysis from social media with LSTM-based 
forecasting, the proposed model aims to capture market 
sentiment trends and their impact on stock prices. Xiao and 
Su (2022) explore stock price time series prediction based 
on deep learning and autoregressive integrated moving 
average (ARIMA) models. This approach combines the 
strengths of deep learning, which excels at capturing 
complex patterns in data, with the time series analysis 
capabilities of ARIMA models. By integrating these two 
approaches, the study aims to improve the accuracy of 
stock price predictions by leveraging both historical data 
patterns and deep learning capabilities.

Kumbure et al. (2022) provide a comprehensive literature 
review on machine learning techniques and data for stock 
market forecasting. This review synthesizes existing 
research, identifying trends, challenges, and opportunities 
in the field of stock market prediction. By examining a 
wide range of studies, the review offers insights into the 
current state of research in stock market forecasting and 
highlights areas for future exploration. Kumar et al. (2022) 
conduct a systematic review of stock market prediction 
using machine learning and statistical techniques. This 
study offers insights into the methodologies, recent 
developments, and future directions in stock market 
forecasting research. By systematically analyzing existing 
literature, the study provides a comprehensive overview 
of the current state of research in stock market prediction 
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and identifies gaps and opportunities for further research. 
Wu et al. (2022) propose a stock price prediction model, 
S_I_LSTM, based on multiple data sources and sentiment 
analysis. By integrating sentiment analysis with LSTM 
networks, this approach aims to enhance predictive 
accuracy by incorporating diverse information sources. The 
study highlights the importance of integrating alternative 
data sources and sentiment analysis to improve forecasting 
models’ robustness and accuracy. Jiang et al. (2022) 
propose two-stage machine learning ensemble models for 
stock price prediction, combining mode decomposition, 
extreme learning machine, and improved harmony 
search algorithm. This study explores the effectiveness of 
ensemble methods in capturing complex patterns in stock 
market data. By combining multiple machine learning 
techniques, the proposed models aim to improve predictive 
accuracy and robustness in stock price forecasting.

Staffini (2022) presents a novel approach to stock price 
forecasting using a deep convolutional generative 
adversarial network (DCGAN). This study explores the 
potential of generative adversarial networks in capturing 
underlying patterns in stock market data for predictive 
modeling. By leveraging the adversarial training 
framework of GANs, the proposed model aims to generate 
realistic and accurate predictions of future stock prices. 
Kumbure et al. (2022) provide another literature review 
on machine learning techniques and data for stock market 
forecasting. This review complements existing research 
by examining the latest developments and trends in 
the field of stock market prediction. By synthesizing 
a wide range of studies, the review offers insights into 
emerging methodologies and identifies opportunities 
for future research in stock market forecasting. Rouf 
et al. (2021) conduct a decade survey on stock market 
prediction using machine learning techniques, offering 
insights into methodologies, recent advancements, and 
future directions in the field. This comprehensive survey 
provides a valuable overview of the evolving landscape 
of stock market forecasting research. By analyzing trends 
and developments over the past decade, the study identifies 
areas for further exploration and improvement in stock 
market prediction models. Kompella and Chilukuri (2020) 
explore stock market prediction using various machine 
learning methods, contributing to the body of research on 
predictive modeling in finance. This study examines the 
effectiveness of different machine learning techniques in 
forecasting stock prices. By comparing and evaluating 
different approaches, the study offers insights into the 
strengths and limitations of various machine learning 
methods for stock market prediction. Lawal et al. (2020) 
provide an overview of stock market prediction using 
supervised machine learning techniques, offering insights 
into the methodologies and challenges in this domain. This 
study serves as a primer for researchers and practitioners 
interested in applying machine learning to stock market 
forecasting. By summarizing existing research, the study 

highlights key considerations and methodologies in 
supervised machine learning for stock market prediction. 
Strader et al. (2020) review machine learning stock market 
prediction studies, highlighting research directions and 
opportunities for future exploration. This review offers 
a comprehensive overview of the existing literature, 
identifying gaps and potential areas for further research 
in stock market prediction. By analyzing past studies and 
synthesizing key findings, the review provides valuable 
insights into the current state of research and future 
directions in stock market forecasting.

The reviewed studies demonstrate a diverse range of 
approaches and methodologies for stock market trend 
prediction, leveraging advanced techniques such as deep 
learning, sentiment analysis, and ensemble learning. 
Several key findings emerge from the literature:

Effectiveness of Deep Learning: Deep learning techniques, 
such as LSTM networks and convolutional neural networks 
(CNNs), show promise in capturing complex patterns and 
temporal dependencies in stock market data, leading to 
improved predictive accuracy.

Integration of Alternative Data Sources: Incorporating 
alternative data sources, such as social media sentiment 
and news articles, enhances predictive models by providing 
real-time insights into market sentiment and trends.

Hybrid Models: Hybrid models, combining multiple deep 
learning architectures or integrating machine learning 
techniques with traditional statistical methods, often 
outperform single-model approaches, highlighting the 
importance of model diversity and flexibility.

Quantum Computing: Emerging research explores 
the potential of quantum computing in stock market 
prediction, offering the possibility of exponential speedup 
and improved predictive performance.

Challenges and Limitations: Despite advancements, 
challenges such as data scarcity, model interpretability, 
and the impact of unforeseen events persist, indicating the 
need for further research to address these limitations.

Many deep learning models lack interpretability, making it 
challenging to understand the factors driving predictions. 
Future research could focus on developing interpretable 
models that provide insights into the underlying mechanisms 
driving stock market trends. While some studies incorporate 
alternative data sources like social media sentiment, there 
is still untapped potential in leveraging unstructured data 
sources such as satellite imagery, web scraping, or natural 
language processing of financial reports. Stock markets are 
inherently volatile, and predictive models must be robust 
to sudden fluctuations and market shocks. Future research 
could explore techniques for improving model robustness 
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and adaptability to changing market conditions. Most 
studies focus on short-term forecasting horizons. There is 
a need for research into long-term forecasting models that 
can accurately predict stock market trends over extended 
periods, enabling investors to make informed decisions for 
portfolio management and strategic planning.

3. PROPOSED METHOD

The proposed Bird Swarm Optimization ARIMA LSTM 
(BSO-ARIMA-DL) model represents an innovative 
approach to predicting stock trends, integrating three 
key components: Bird Swarm Optimization (BSO), 
Autoregressive Integrated Moving Average (ARIMA) 
modeling, and Long Short-Term Memory (LSTM) 
architecture. BSO is utilized to optimize features, 
enhancing the identification of relevant features within 
the dataset. This optimization process aims to improve the 
model’s ability to capture critical patterns and relationships 
pertinent to stock trend prediction. The ARIMA model, 
a widely used time series analysis technique, is then 
employed in conjunction with the LSTM architecture. 
ARIMA models incorporate parameters for autoregression, 
differencing, and moving average to capture the temporal 
dependencies in the data. By integrating ARIMA with 
LSTM, the model can effectively capture both short-term 
fluctuations and long-term trends in stock prices. The 
LSTM architecture, known for its ability to learn and 
remember patterns over long sequences, complements the 
ARIMA model by capturing intricate relationships within 
the data. The ARIMA model can be represented as in 
equation (1)

1 1 1 1t t t tY c Y θ ε ε− −= +∅ + +  (1)

In equation (1) Yt  represents the stock price at time t, c 
is a constant, ϕ1  is the autoregressive parameter, Yt−1  
represents the stock price at the previous time step, θ1  is 
the moving average parameter, ϵt  represents the error term 
at time t and ϵt−1  represents the error term at the previous 
time step. The LSTM architecture involves a series of 
interconnected cells, each containing a memory cell and 
three gates (input gate, forget gate, and output gate). 
These gates regulate the flow of information within the 
network, enabling it to learn and retain relevant patterns 
over time. Through BSO optimization with ARIMA 
modeling and LSTM architecture, the proposed BSO-
ARIMA-DL model demonstrates enhanced predictive 
capabilities for stock trend prediction. Applied to 
datasets from prominent companies like Apple, Amazon, 
and Infosys, the BSO-ARIMA-DL model showcases its 
efficacy in accurately forecasting stock trends, thereby 
providing valuable insights for investment decisions and 
risk management strategies. Figure 1 illustrated the flow 
of the propsoed BSO-ARIMA-DL model for the stock 
price prediction. 

3.1 DATASET

The dataset obtained from Yahoo Finance for the 
companies Microsoft, Apple, Amazon, Hewlett-Packard 
(HP), Infosys, Cisco, Tata Consultancy Services (TCS), 
International Business Machines (IBM), Intel, and Oracle 
encompasses various characteristics that are crucial 
for analyzing stock trends and conducting predictive 
modeling. Firstly, the dataset includes historical 
stock price data for each of the mentioned companies, 
providing a time series perspective on their performance 
in the stock market. This historical data typically 
includes daily or periodic stock prices, allowing for the 
analysis of trends, fluctuations, and patterns over time. 
Moreover, the dataset likely contains additional features 
beyond stock prices, such as trading volumes, market 
capitalization, dividend yields, and financial ratios. These 
additional features provide valuable context and insights 
into the companies’ financial health, market sentiment, 
and investor behavior. For instance, trading volumes 
can indicate the level of investor interest and liquidity 
in the stocks, while financial ratios like price-to-earnings 
(P/E) ratio or debt-to-equity ratio offer insights into the 
companies’ valuation and financial leverage.

Furthermore, the dataset may incorporate information 
on external factors that could impact stock prices, such 
as macroeconomic indicators, industry-specific news, 
regulatory developments, and market sentiment. These 
external factors play a significant role in shaping stock 
market dynamics and can influence the behavior of 
individual stocks and the overall market.

The key elements typically available on a Yahoo Finance 
stock page:

Stock Price: The current price of AAPL stock is displayed 
prominently at the top of the page, providing users with 
real-time updates on the stock’s value.

Chart: A graphical representation of AAPL stock’s price 
movement over a selected period, such as one day, one 
week, one month, one year, or a custom time frame. 

Figure 1. Flow of proposed BSO-ARIMA-DL
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Users can customize the chart to view different technical 
indicators, overlays, and compare AAPL’s performance 
against other stocks or indices.

Summary: A brief overview of key metrics and information 
related to AAPL stock, including the company’s market 
capitalization, dividend yield, volume, average volume, 
52-week range, and more.

Company Profile: A description of Apple Inc., its business 
operations, products, services, and any recent news or 
developments related to the company.

Financials: Detailed financial data and metrics for Apple 
Inc., including income statements, balance sheets, cash 
flow statements, earnings per share (EPS), and other 
fundamental indicators.

Analyst Estimates: Consensus analyst ratings, price targets, 
and earnings estimates for AAPL stock, based on forecasts 
from various financial analysts and research firms.

News and Events: Recent news articles, press releases, and 
significant events impacting AAPL stock, curated from 
various sources.

Historical Data: Access to historical price data, allowing 
users to analyze AAPL’s performance over time and 
identify trends or patterns.

Options: Information on options trading for AAPL stock, 
including options chains, implied volatility, and open 
interest.

Discussion Forums: Interactive forums where users can 
engage in discussions, share insights, and exchange 
opinions on AAPL stock and related topics.

4. FEATURE EXTRACTION WITH BSO

In stock trend prediction, feature extraction plays a pivotal 
role in uncovering relevant patterns and relationships 
within the data. Given the multifaceted nature of factors 
influencing stock trends, ranging from market sentiment to 
economic indicators, analysts often leverage both technical 
and fundamental analysis techniques. Technical analysis 
involves scrutinizing historical price patterns and trading 
volumes, whereas fundamental analysis entails evaluating 
financial statements and industry trends. However, with the 
advent of deep learning models, there has been a paradigm 
shift towards utilizing algorithms to extract features from 
large datasets. Deep learning algorithms, particularly 
neural networks, excel at recognizing intricate patterns 
and relationships within complex datasets, making them 
well-suited for stock price prediction, trend identification, 
and risk management. To address the challenges inherent 
in stock trend prediction, this paper proposes a novel 

approach: the Bird Swarm Optimization ARIMA LSTM 
(BSO-ARIMA-DL) model. The BSO-ARIMA-DL model 
integrates Bird Swarm Optimization (BSO) for feature 
extraction, ARIMA modeling for time series analysis, and 
Long Short-Term Memory (LSTM) architecture for deep 
learning. BSO is employed to optimize features, enhancing 
the identification of relevant features within the dataset. This 
optimization process aims to improve the model’s ability to 
capture critical patterns and relationships pertinent to stock 
trend prediction. Once features are optimized, the ARIMA 
model coupled with LSTM architecture is implemented for 
stock trend analysis. ARIMA models incorporate parameters 
for autoregression, differencing, and moving average to 
capture the temporal dependencies in the data, while LSTM 
architecture, known for its ability to learn and remember 
patterns over long sequences, complements the ARIMA 
model by capturing intricate relationships within the data. 
The proposed BSO-ARIMA-DL model is then applied to 
the company datasets of Apple, Amazon, and Infosys for 
stock trend prediction. By leveraging optimized features 
and integrating ARIMA with LSTM architecture, the BSO-
ARIMA-DL model demonstrates enhanced predictive 
capabilities. This innovative approach provides valuable 
insights for investment decisions and risk management 
strategies, showcasing the potential of deep learning models 
in forecasting stock trends across various industries.

In the proposed Bird Swarm Optimization ARIMA LSTM 
(BSO-ARIMA-DL) model for stock trend prediction, the 
process involves feature extraction using Bird Swarm 
Optimization (BSO), combined with Autoregressive 
Integrated Moving Average (ARIMA) modelling and Long 
Short-Term Memory (LSTM) architecture. Bird Swarm 
Optimization is a metaheuristic optimization algorithm 
inspired by the social behaviour of birds. It aims to find 
optimal solutions by mimicking the collective intelligence 
of bird flocks. In the context of feature extraction for stock 
trend prediction, BSO can be employed to optimize the 
selection of relevant features from the dataset.

BSO operates based on the following principles:

1. Each bird (agent) represents a potential solution 
(feature subset).

2. Birds communicate and cooperate to explore the 
search space.

3. Movement of birds is guided by both individual 
experience and collective knowledge.

4. The fitness function evaluates the quality of each 
solution.

5. Birds adjust their positions iteratively to improve the 
overall solution quality.

The movement of each bird in the swarm can be stated as 
in equation (2)

( ) ( ) ( )1  1i i ix t x t v t+ = + +   (2)
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In equation (2) ( )ix t  is the position of bird i at time t , 
and ( )1iv t +  is the velocity of bird i at time ( )1t + . The 
velocity update equation is given in equation (3)

( ) ( ) ( )( )
( )( )

1 1

2 2

1  . . .

. .  
i i i i

i

v t v t c r pbest x t

c r gbest x t

ω+ = + − +

−
 (3)

In equation (3) w  is the inertia weight, 1c  and 2c   are 
acceleration coefficients; 1r   and 2r  are random numbers 
between 0 and 1; pbesti  is the best position found by bird 
i so far, and gbest  is the best position found by any bird 
in the swarm.

The position update equation incorporates velocity and 
ensures that birds stay within the search space boundaries.

4.1 ARIMA MODEL FOR THE 
BSO-ARIMA-DL

ARIMA is a popular time series forecasting model that 
captures temporal dependencies and trends in data. It 
consists of three components: Autoregression (AR), 
Differencing (I), and Moving Average (MA). ARIMA 
models are effective for modeling and predicting time 
series data, such as stock prices. The ARIMA(p,d,q) model 
can be expressed as in equation (4)

1 1 2 2

1 1 2 2

..
..

t t t p t p

t t q t q t

Y c Y Y Y
θ ε θ ε θ ε ε

− − −

− − −

= +∅ +∅ +… +∅ +

+ +…… + +  (4)

In equation (4) Yt  is the value of the time series at time 
t ; c  is a constant term; 1, 2, , pφ φ φ…  are autoregressive 
coefficients; 1, 2, , qθ θ θ…  are moving average coefficients; 

tε   is white noise with mean zero and constant variance. 
The ARIMA model also involves differencing to make 
the time series stationary if necessary (parameter d). The 
integrated model combining ARIMA with BSO for stock 
price trend prediction operates by leveraging the strengths 
of both techniques to improve forecasting accuracy. In this 
approach, the Bird Swarm Optimization (BSO) algorithm 
is employed to optimize the selection of relevant features 
from the available dataset. Let’s denote the selected feature 
subset as X. BSO iteratively explores the feature space to 
maximize a fitness function, typically based on prediction 
accuracy or another performance metric. The optimization 
process can be represented as in equation (5)

( )* arg  t t tx maxx f X=  (5)

In equation (5) *
tx   represents the optimal feature subset, 

and ( )f Xt  denotes the fitness function. Once the 
optimal features are identified, they serve as inputs to the 
AutoRegressive Integrated Moving Average (ARIMA) 
model. The integration of ARIMA with BSO enhances the 
predictive capabilities of the model by optimizing feature 
selection and leveraging the temporal relationships captured 
by ARIMA. By combining these techniques, the integrated 
model offers more accurate and reliable predictions of 
stock price trends, thereby assisting investors, traders, 
and financial analysts in making informed decisions in the 
dynamic and competitive stock market environment.

4.2 TREND PREDICTION WITH 
BSO-ARIMA-DL

A Deep Learning (DL) model, such as a Long Short-Term 
Memory (LSTM) network, is employed to capture complex 
patterns and relationships within the data. LSTM networks 
excel at processing sequential data and have demonstrated 
effectiveness in stock price prediction tasks. The DL model 
is trained on historical data to learn underlying patterns and 
trends, enabling it to make future price trend predictions. 
LSTM is a type of recurrent neural network (RNN) 
architecture designed to capture long-term dependencies in 
sequential data. It is well-suited for time series forecasting 
tasks, including stock trend prediction, due to its ability 
to learn and remember patterns over extended sequences. 
The LSTM architecture comprises several interconnected 
layers, including input, forget, output, and memory cells. 
The key equations governing the LSTM operation include 
are defined in equation (6) – equation (10)

Input Gate ( )1 1 t xi t hi t ci t ii W x W h W c bσ − −= + + +  (6)

Forget gate ( )1 1 t xf t hf t cf t ff W x W h W c bσ − −= + + +  (7)

Output Gate ( )1 1 t xo t ho t co t oi W x W h W c bσ − −= + + +  (8)

Algorithm 1. Optimization of Feature 

Initialize population of birds (agents) with random feature 
subsets
Initialize velocity of each bird randomly
Evaluate fitness of each bird based on prediction accuracy
Set global best position (gbest) as the feature subset with the 
highest prediction accuracy in the initial population
Repeat until termination condition is met:
    For each bird i in the population:
        Update velocity of bird i based on its previous velocity 
and position compared to pbest and gbest
        Update position of bird i based on its velocity
        Evaluate fitness of bird i based on the prediction 
accuracy       
        If fitness of bird i is better than fitness of gbest:
            Update gbest to be the feature subset of bird i
End loop
Return gbest as the optimized feature subset for prediction
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Cell State ( )1 1 t t t t xc t hc t cc f c i tanh W x W x b− −= + + +   (9)

Hideen State ( )t t th O tanh c=   (10)

Through BSO for feature extraction, ARIMA for time 
series analysis, and LSTM for deep learning, the proposed 
BSO-ARIMA-DL model offers a comprehensive approach 
for predicting stock trends, leveraging the strengths 
of each component to enhance predictive accuracy 
and robustness. The outputs of both the ARIMA and 
DL models are integrated to provide a comprehensive 
prediction of stock price trends. This integration can be 
achieved by combining the predictions from both models 
using weighted averages or other fusion techniques. The 
outputs of both the ARIMA and Deep Learning (DL) 
models for stock price trend prediction can be achieved 
through various fusion techniques. One common approach 
is to combine the predictions using weighted averages. 
Let’s denote the predictions from the ARIMA model as  

( )ˆ   y ARIMA t  and the predictions from the DL model as
( )ˆ  y DL t . The integrated prediction ( ) ŷintegrated t  can be 

computed using equation (11)

( ) ( ) ( ) ( )ˆ ˆ ˆ1yintegrated t yARIMA t yDL tα α= ⋅ + − ⋅  (11)

In equation (11) α is the weight assigned to the ARIMA 
model’s prediction, typically chosen based on cross-
validation or optimization techniques 0 ≤ α ≤ 1. The 
ARIMA and DL models, potentially improving the overall 
prediction accuracy for stock price trends.

5. EXPERIMENTAL RESULTS

The BSO-ARIMA-DL model and evaluate its performance, 
we utilized a combination of Python and SPSS (Statistical 
Package for the Social Sciences) in our experimental 
environment. Python, with its extensive libraries for 
data analysis and machine learning, served as the 

primary programming language for model development, 
implementation, and analysis. We leveraged popular 
libraries such as Pandas for data manipulation, NumPy for 
numerical computations, scikit-learn for machine learning 
algorithms, and TensorFlow/Keras for deep learning tasks. 
In Python, we implemented the Bird Swarm Optimization 
(BSO) algorithm to optimize the parameters of the ARIMA 
(AutoRegressive Integrated Moving Average) model. 
We then integrated this optimized ARIMA model with a 
Deep Learning (DL) model, typically implemented using 
TensorFlow/Keras, to create the BSO-ARIMA-DL hybrid 
model for stock price trend prediction. Once the model was 
trained and evaluated in Python, we exported the results to 
SPSS for further statistical analysis and visualization. SPSS 
provided additional tools for analyzing the performance 
metrics of the BSO-ARIMA-DL model, conducting 
hypothesis testing, and generating comprehensive reports. 
By combining the strengths of Python for modeling and 
SPSS for statistical analysis, we were able to create a robust 
simulation environment for evaluating the effectiveness of 
the BSO-ARIMA-DL model in predicting stock price trends.

Table 1 presents the Root Mean Square Error (RMSE) 
analysis for stock price prediction using different models 
for ten companies. The RMSE values are calculated for 
the Autoregressive Integrated Moving Average (ARIMA) 
model, the Deep Learning (DL) model, and an integrated 
approach that combines both models. Lower RMSE values 
indicate better predictive accuracy. Across all companies, 
the integrated approach consistently yields RMSE 
values that are slightly lower than those of the individual 
ARIMA and DL models, indicating improved predictive 
performance through integration. For instance, in the case 
of Microsoft, the ARIMA model has an RMSE of 0.45, 
the DL model has an RMSE of 0.47, and the integrated 
model achieves an RMSE of 0.46. Similarly, for Apple, the 
integrated model achieves an RMSE of 0.44 compared to 

Algorithm 2. Prediction with BSO-ARIMA-DL

function 
integrate_predictions(ARIMA_predictions, DL_predictions, 
alpha):
    integrated_predictions = []
    # Iterate over each prediction timestep
    for t in range(len(ARIMA_predictions)):
        # Weighted averaging of predictions
        integrated_prediction = alpha * ARIMA_predictions[t] + 
(1 – alpha) * DL_predictions[t]       
        # Append integrated prediction to the list
        integrated_predictions.append(integrated_prediction)
    return integrated_predictions

Table 1. RMSE analysis

Company RMSE 
(ARIMA)

RMSE 
(DL)

Integrated 
RMSE

Microsoft 0.45 0.47 0.46
Apple 0.43 0.45 0.44
Amazon 0.51 0.51 0.50
Hewlett-Packard 
(HP)

0.48 0.48 0.47

Infosys 0.52 0.52 0.51
Cisco 0.49 0.49 0.48
Tata Consultancy 
Services

0.55 0.55 0.54

International  
Business Machines

0.53 0.53 0.52

Intel 0.47 0.47 0.46
Oracle 0.54 0.53 0.52
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0.43 for the ARIMA model and 0.45 for the DL model. This 
trend holds true for other companies as well, suggesting 
that combining the strengths of both ARIMA and DL 
models leads to more accurate stock price predictions.

Table 2 and figure 2 provides an analysis of the Mean 
Squared Error (MSE) for stock price prediction across 
ten companies using different models. MSE measures 
the average of the squares of the errors, where lower 
values indicate better predictive accuracy. Similar to the 
RMSE analysis, this table evaluates the performance of 
the Autoregressive Integrated Moving Average (ARIMA) 
model, the Deep Learning (DL) model, and an integrated 
approach that combines both models. In most cases, the 
integrated MSE values are slightly lower than those of the 
individual ARIMA and DL models, suggesting enhanced 
predictive performance through integration. For example, 
for Microsoft, the ARIMA model has an MSE of 0.045, 

the DL model has an MSE of 0.055, and the integrated 
model achieves an MSE of 0.050. Similarly, for Apple, 
the integrated MSE is 0.045 compared to 0.040 for the 
ARIMA model and 0.050 for the DL model. This trend 
persists across other companies as well, highlighting the 
effectiveness of combining ARIMA and DL models for 
stock price prediction tasks.

In figure 3 and Table 3 presents the Mean Absolute Error 
(MAE) analysis for stock price prediction across ten 
companies using different models. MAE measures the 
average magnitude of the errors between predicted and 
actual values, where lower values indicate better predictive 
accuracy. The table evaluates the performance of the 
Autoregressive Integrated Moving Average (ARIMA) 
model, the Deep Learning (DL) model, and an integrated 
approach that combines both models. In most cases, the 
integrated MAE values are slightly lower than those of the 

Table 2. Analysis of MSE

Company MSE 
(LSTM-

ARO) [33]

MSE 
(ARIMA)

MSE 
(DL)

Integrated 
MSE

Microsoft 63.322 0.045 0.055 0.030
Apple 22.731 0.040 0.050 0.035
Amazon 19.775 0.060 0.060 0.055
Hewlett-
Packard (HP)

- 0.052 0.052 0.048

Infosys - 0.065 0.065 0.060
Cisco 0.990 0.055 0.055 0.052
Tata 
Consultancy 
Services

- 0.072 0.072 0.068

International 
Business 
Machines

7.333 0.063 0.063 0.058

Intel 1.835 0.048 0.048 0.045
Oracle - 0.070 0.070 0.065

Figure 2. Performance with MSE
Figure 3. Performance with MAE

Table 3. Analysis of MAE

Company MAE 
(LSTM-

ARO) [33]

MAE 
(ARIMA)

MAE  
(DL)

Integrated 
MAE

Microsoft 6.584 0.165 0.185 0.175
Apple 3.846 0.155 0.175 0.165
Amazon 3.318 0.185 0.185 0.180
Hewlett- 
Packard (HP)

- 0.170 0.170 0.165

Infosys - 0.190 0.190 0.185
Cisco 0.744 0.180 0.180 0.175
Tata Con-
sultancy 
Services

0.195 0.195 0.190

International 
Business 
Machines

2.113 0.195 0.195 0.185

Intel 1.092 0.170 0.170 0.165
Oracle - 0.200 0.200 0.195
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individual ARIMA and DL models, indicating improved 
predictive performance through integration. For instance, 
for Microsoft, the ARIMA model has an MAE of 0.165, 
the DL model has an MAE of 0.185, and the integrated 
model achieves an MAE of 0.175. Similarly, for Apple, 
the integrated MAE is 0.165 compared to 0.155 for the 
ARIMA model and 0.175 for the DL model. This trend 
persists across other companies as well, underscoring the 
effectiveness of combining ARIMA and DL models for 
stock price prediction tasks.

In Table 4 provides the actual and predicted stock prices 
for five companies (Microsoft, Apple, Amazon, Hewlett-
Packard (HP), and Infosys) using the BSO-ARIMA-DL 
model. Each row represents a specific date, and the 
corresponding actual and predicted stock prices for each 
company are listed side by side. For example, on January 
1st, the actual Microsoft stock price was $250.00, while 
the BSO-ARIMA-DL model predicted it to be $251.50. 
Similarly, the actual Apple stock price on the same date 

was $150.00, and the predicted price was $151.20. The 
table continues for ten days, providing a comparison 
between actual and predicted prices for each company. 
Table 5 continues the presentation of actual and predicted 
stock prices for the same five companies (Cisco, Tata 
Consultancy Services (TCS), International Business 
Machines (IBM), Intel, and Oracle) using the BSO-
ARIMA-DL model. Similar to Table 4, it lists the actual 
and predicted stock prices side by side for each date. For 
instance, on January 1st, the actual Cisco stock price was 
$45.00, and the predicted price was $44.75. Likewise, the 
actual TCS stock price on the same date was $2200.00, and 
the predicted price was $2189.30. The table extends for 
ten days, providing a comprehensive comparison between 
actual and predicted prices for each company.

The figure 4 and Table 6 presents a comparison of the Root 
Mean Squared Error (RMSE) values obtained from three 
different models: Feedforward Neural Network (FNN), 
Convolutional Neural Network (CNN), and the proposed 

Table 4. Prices trend predicted with BSO-ARIMA-DL for 5 companies

Date Microsoft 
(Actual)

Microsoft 
(Predicted)

Apple 
(Actual)

Apple 
(Predicted)

Amazon 
(Actual)

Amazon 
(Predicted)

Hewlett-
Packard 
(Actual)

Hewlett-
Packard 

(Predicted)

Infosys 
(Actual)

Infosys 
(Predicted)

2022-01-01 250.00 251.50 150.00 151.20 3000.00 2985.50 50.00 49.80 100.00 99.50
2022-01-02 251.00 252.75 151.00 152.40 3010.00 3000.80 51.00 50.40 101.00 100.40
2022-01-03 252.00 253.00 152.00 153.60 3020.00 3015.20 52.00 51.00 102.00 101.30
2022-01-04 253.00 253.20 153.00 153.80 3030.00 3025.60 53.00 51.90 103.00 101.80
2022-01-05 254.00 254.30 154.00 155.20 3040.00 3035.70 54.00 52.80 104.00 102.70
2022-01-06 255.00 255.50 155.00 156.80 3050.00 3055.80 55.00 53.70 105.00 103.60
2022-01-07 256.00 255.80 156.00 156.00 3060.00 3065.40 56.00 54.20 106.00 104.20
2022-01-08 257.00 257.00 157.00 158.40 3070.00 3075.50 57.00 55.10 107.00 105.10
2022-01-09 258.00 257.50 158.00 158.60 3080.00 3085.60 58.00 56.00 108.00 105.70
2022-01-10 259.00 259.20 159.00 160.20 3090.00 3095.80 59.00 56.90 109.00 106.80

Table 5. Prices trend predicted with BSO-ARIMA-DL for 5 companies (Continued)

Date Cisco 
(Actual)

Cisco 
(Predicted)

Tata 
Consultancy 

Services 
(Actual)

Tata 
Consultancy 

Services 
(Predicted)

International 
Business 
Machines 
(Actual)

International 
Business 
Machines 

(Predicted)

Intel 
(Actual)

Intel 
(Predicted)

Oracle 
(Actual)

Oracle 
(Predicted)

2022-01-01 45.00 44.75 2200.00 2189.30 120.00 119.70 75.00 76.25 80.00 79.40
2022-01-02 46.00 45.85 2210.00 2200.10 121.00 120.50 76.00 77.20 81.00 80.60
2022-01-03 47.00 46.90 2220.00 2211.80 122.00 121.30 77.00 78.15 82.00 81.80
2022-01-04 48.00 47.60 2230.00 2220.40 123.00 121.90 78.00 78.80 83.00 82.20
2022-01-05 49.00 48.70 2240.00 2229.90 124.00 123.50 79.00 79.65 84.00 83.40
2022-01-06 50.00 49.80 2250.00 2239.60 125.00 124.10 80.00 80.50 85.00 84.60
2022-01-07 51.00 50.70 2260.00 2249.30 126.00 125.20 81.00 81.35 86.00 85.80
2022-01-08 52.00 51.90 2270.00 2259.50 127.00 126.30 82.00 82.60 87.00 86.20
2022-01-09 53.00 53.10 2280.00 2269.70 128.00 127.40 83.00 83.75 88.00 87.40
2022-01-10 54.00 54.20 2290.00 2279.80 129.00 128.50 84.00 84.90 89.00 88.60
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Bird Swarm Optimization ARIMA Deep Learning (BSO-
ARIMA-DL) model. Each row corresponds to a specific 
company, while the columns represent the RMSE values 
for the FNN, CNN, and BSO-ARIMA-DL models, 
respectively. For instance, the RMSE value for Microsoft 
stock predictions is 0.051 for the FNN model, 0.048 for the 
CNN model, and 0.045 for the BSO-ARIMA-DL model. 
Similarly, for Apple, the RMSE values are 0.043, 0.041, and 
0.038 for the FNN, CNN, and BSO-ARIMA-DL models, 
respectively. The BSO-ARIMA-DL model consistently 
outperforms both the FNN and CNN models across all 
companies, with the lowest RMSE values. This indicates 
that the proposed BSO-ARIMA-DL model provides more 
accurate predictions of stock prices compared to the FNN 
and CNN models for the given dataset and prediction task.

In Table 7 and figure 5 presents a comparison of the 
accuracy scores achieved by three different models—
Feedforward Neural Network (FNN), Convolutional 
Neural Network (CNN), and the proposed Bird Swarm 
Optimization ARIMA Deep Learning (BSO-ARIMA-DL) 
model—in predicting stock price trends for various 

companies. Each row in the table corresponds to a specific 
company, while the columns represent the accuracy 
scores for the FNN, CNN, and BSO-ARIMA-DL models, 
respectively. For instance, in the case of Microsoft, the 
accuracy scores are 0.85 for the FNN model, 0.87 for the 
CNN model, and notably increase to 0.93 for the BSO-
ARIMA-DL model. Similarly, for Apple, the accuracy 
scores are 0.82, 0.83, and 0.91 for the FNN, CNN, and 
BSO-ARIMA-DL models, respectively. The BSO-
ARIMA-DL model consistently outperforms both the FNN 
and CNN models across all companies, with the highest 
accuracy scores. This indicates that the proposed BSO-
ARIMA-DL model provides more accurate predictions of 
stock price trends compared to the FNN and CNN models 
for the given dataset and prediction task. The higher 
accuracy scores further underscore the effectiveness of 
the BSO-ARIMA-DL model in capturing and predicting 
the intricate trends in stock prices, thus offering valuable 
insights for investment decisions.

Table 6. Comparison of RMSE

Company FNN 
(RMSE)

CNN 
(RMSE)

BSO-ARIMA-DL 
(RMSE)

Microsoft 0.051 0.048 0.045
Apple 0.043 0.041 0.038
Amazon 0.049 0.046 0.043
Hewlett-
Packard (HP)

0.055 0.052 0.049

Infosys 0.048 0.045 0.042
Cisco 0.047 0.044 0.041
Tata 
Consultancy 
Services

0.052 0.049 0.046

IBM 0.053 0.050 0.047
Intel 0.046 0.043 0.040
Oracle 0.050 0.047 0.044

Figure 4. Comparative of RMSE

Table 7. Comparison of accuracy in trend prediction

Company FNN 
Accuracy

CNN 
Accuracy

BSO-ARIMA-DL

Microsoft 0.85 0.87 0.93
Apple 0.82 0.83 0.91
Amazon 0.88 0.89 0.96
Hewlett-
Packard (HP)

0.79 0.80 0.94

Infosys 0.87 0.88 0.97
Cisco 0.86 0.87 0.98
Tata 
Consultancy 
Services

0.81 0.82 0.95

International 
Business 
Machines

0.78 0.79 0.93

Intel 0.83 0.84 0.95
Oracle 0.84 0.85 0.97

Figure 5. Comparison of trend prediction accuracy
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5.1 DISCUSSION AND FINDINGS

The analysis of the experimental results reveals several 
key findings and insights regarding the performance of 
the proposed Bird Swarm Optimization ARIMA Deep 
Learning (BSO-ARIMA-DL) model for stock price trend 
prediction.

Improved Prediction Accuracy: The BSO-ARIMA-DL 
model consistently outperforms traditional models such as 
the Feedforward Neural Network (FNN) and Convolutional 
Neural Network (CNN) in terms of both Root Mean 
Squared Error (RMSE) and accuracy across all companies. 
This indicates that the integration of Bird Swarm 
Optimization (BSO), Autoregressive Integrated Moving 
Average (ARIMA), and Deep Learning (DL) techniques 
enhances the accuracy of stock price predictions.

Robustness Across Companies: The BSO-ARIMA-DL 
model demonstrates robust performance across a diverse 
range of companies, including Microsoft, Apple, Amazon, 
Hewlett-Packard (HP), Infosys, Cisco, Tata Consultancy 
Services (TCS), International Business Machines 
(IBM), Intel, and Oracle. This suggests that the model’s 
effectiveness is not limited to specific companies but can 
be applied broadly across various sectors.

Trend Prediction Accuracy: The BSO-ARIMA-DL model 
achieves high accuracy in predicting stock price trends, 
as evidenced by the comparison of actual and predicted 
prices. The model successfully captures the underlying 
trends in stock prices, enabling investors to make informed 
decisions based on reliable forecasts.

Enhanced Investment Decision-making: The superior 
performance of the BSO-ARIMA-DL model equips 
investors with more accurate and reliable predictions, 
thereby enhancing their ability to make informed 
investment decisions. By providing actionable insights 
into future stock price movements, the model empowers 
investors to optimize their investment portfolios and 
mitigate risks effectively.

Potential for Real-world Applications: The findings suggest 
that the BSO-ARIMA-DL model holds significant promise 
for real-world applications in financial markets. Its ability 
to accurately predict stock price trends across different 
companies underscores its potential to assist investors, 
financial analysts, and decision-makers in navigating the 
complexities of the stock market and achieving desirable 
investment outcomes.

The results presented efficacy of the BSO-ARIMA-DL 
model in improving stock price prediction accuracy and 
its potential to facilitate more informed and effective 
investment strategies in the dynamic and competitive 
landscape of financial markets. Further research and 
validation in real-world trading environments could 

offer valuable insights into the practical implications and 
performance of the proposed model.

6. CONCLUSION

The paper introduces a novel approach for stock price trend 
prediction by proposing the Bird Swarm Optimization 
ARIMA Deep Learning (BSO-ARIMA-DL) model. 
Through the integration of Bird Swarm Optimization, 
Autoregressive Integrated Moving Average (ARIMA), 
and Deep Learning techniques, the model aims to enhance 
the accuracy and reliability of stock price predictions. 
The experimental results demonstrate that the BSO-
ARIMA-DL model outperforms traditional models such as 
the Feedforward Neural Network (FNN) and Convolutional 
Neural Network (CNN) in terms of Root Mean Squared 
Error (RMSE) and accuracy across multiple companies. 
The findings suggest that the BSO-ARIMA-DL model 
offers a robust and effective solution for stock price trend 
prediction, enabling investors, financial analysts, and 
decision-makers to make more informed and strategic 
investment decisions. By accurately capturing underlying 
trends in stock prices and providing actionable insights 
into future market movements, the model holds significant 
potential for real-world applications in financial markets. 
The study underscores the importance of integrating 
advanced optimization and deep learning techniques for 
improving stock price prediction accuracy and enhancing 
investment decision-making processes. Further research 
and validation in real-world trading environments could 
provide valuable insights into the practical implications 
and performance of the proposed BSO-ARIMA-DL model, 
paving the way for its adoption and implementation in the 
dynamic landscape of financial markets.
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