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SUMMARY 25 
 26 
With the advent of Industry 4.0, providing enhanced informatics for engineering products is expected to become crucial 27 
in establishing their competitiveness. By leveraging the capabilities of digital twins, efforts are being made to enhance the 28 
safety margin and operational efficiency of maritime structures, which inherently involve statistical uncertainties due to 29 
environmental loads. This study presents a method for constructing a digital twin of hull structures using finite element 30 
analysis data, along with a series of validation efforts. The method employs assumptions similar to those used in modal 31 
analysis, decomposing the arbitrary deformation states of the hull into a series of eigenmodes. Real-time connectivity 32 
between the physical vessel and its virtual twin is established by converting a set of hull strain measurements into 33 
eigenvalues. A novel mode selection method is introduced to improve the overall accuracy of structural response 34 
estimation. The real-time structural stress traceability of the digital twin model will be further demonstrated through a 35 
comparative study on a non-watertight bulkhead model of the vessel. A model validation study will also be presented 36 
using actual measurement data from the nearly 13,000 TEU class container ship. Additionally, application examples for 37 
the model that can be easily accessed via the commercial marine structure analysis software SESAM have been included 38 
to benefit fellow researchers who wish to conduct further studies. 39 
 40 
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NOMENCLATURE 46 
 47 
[Symbol]  [Definition] [(unit)] 48 
𝐴𝐴  Conversion matrix 49 

𝐵𝐵 Modal values of estimation target 50 

𝐶𝐶𝑓𝑓1  Search range coefficient for the 51 
first base mode 52 

𝐶𝐶𝑓𝑓2 Search range coefficient for the 53 
second and higher base modes 54 

𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 Fatigue damage calculated by 55 
rainflow counting the LBSG 56 
measured stress time series 57 

𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 Fatigue damage calculated by 58 
rainflow counting the estimated 59 
stress time series 60 

𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 Fatigue damage calculated by 61 
spectral fatigue analysis and the 62 
LBSG measured stress time series 63 

𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇  Fatigue damage calculated by 64 
spectral fatigue analysis and the 65 
estimated stress time series 66 

𝐷𝐷𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆  Fatigue damage calculated by 67 
spectral fatigue analysis and wave 68 
radar measured spectrum 69 
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𝐸𝐸𝑖𝑖𝑖𝑖  Error between the stress time 70 
series measured by i-th LBSG and 71 
estimated one for the j-th time shift 72 

𝐹𝐹  Structural response of estimation 73 
target 74 

𝐹𝐹𝑖𝑖  Structural response of the 75 
estimation target for i-th base 76 
mode 77 

𝐹𝐹𝑇𝑇  Estimation target response 78 
calculated from numerical analysis 79 

𝐹𝐹𝑇𝑇  Estimation target response 80 
calculated from conversion model 81 

𝐹𝐹𝑀𝑀𝑖𝑖 i-th candidate for the first base 82 
mode in the 𝑅𝑅𝑆𝑆1 83 

HBM Horizontal bending moment 84 
[(Nm)] 85 

𝐼𝐼  Imaginary part of numerical 86 
analysis result 87 

LBSG Long base strain gauge 88 
𝑀𝑀  Modal values of measured 89 

structural response 90 
𝑁𝑁𝐴𝐴  Number of all wave load cases of 91 

numerical analysis 92 
𝑛𝑛𝑐𝑐  Index number for candidate wave 93 

load cases 94 
PSD Power spectral density 95 
�̂�𝑟  Maximum correlation value of the 96 

candidate base mode for the 97 
selected base modes. 98 

𝑅𝑅  Real part of numerical analysis 99 
result 100 

𝑟𝑟(𝑖𝑖|𝑗𝑗)  Correlation between i and j-th base 101 
modes 102 

RAO Response amplitude operator 103 
𝑅𝑅𝑀𝑀𝑆𝑆𝐸𝐸��������  Averaged root mean square error 104 

of conversion model estimate 105 
against analysis result 106 

𝑅𝑅𝑆𝑆1  Reduced set of wave load cases for 107 
the first base mode selection 108 

𝑆𝑆  Scale matrix for normalisation 109 

𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 Maximum time shift in signal 110 
synchronising [(sec)] 111 

TM Torsional moment [(Nm)] 112 
VBM Vertical bending moment [(Nm)] 113 
𝑋𝑋  Measured structural response 114 
𝑋𝑋𝐴𝐴,𝑖𝑖  Time shifted 𝑋𝑋𝑇𝑇,𝑖𝑖 115 
𝑋𝑋𝑇𝑇,𝑖𝑖  Stress signal measured from i-th 116 

LBSG 117 
𝛽𝛽  Wave heading [(rad)] 118 
Δ𝑡𝑡  Trial time shift in signal 119 

synchronising [(sec)] 120 
𝛿𝛿𝑖𝑖𝑖𝑖 Kronecker delta 121 
𝛿𝛿𝑡𝑡  Time shift increment in the signal 122 

synchronising [(sec)] 123 
𝜉𝜉 Modal amplitude 124 

𝜙𝜙 Wave phase [(rad)] 125 
𝜔𝜔  Wave angular frequency [(rad/s)] 126 
 127 

1. INTRODUCTION 128 
 129 
The costs and technical difficulties associated with 130 
developing data acquisition and analysis systems 131 
have decreased to unprecedented levels across all 132 
industrial sectors. On the one hand, many 133 
stakeholders in the manufacturing industry seem to 134 
agree that automating control, inspection, and 135 
maintenance will drive innovation. The industrial 136 
innovation driven by digitalisation, known as Industry 137 
4.0, is gradually expanding its impact and 138 
demonstrating progress in various sectors. 139 
Engineering companies that fail to provide better 140 
informatics on their products or manufacturing 141 
processes may even risk falling behind in 142 
competition. In this context, the recent trend in 143 
research on digital twins—systems that connect 144 
physical entities in the real world with their virtual 145 
counterparts—can be understood as a reflection of 146 
this phenomenon Liu et al. (2021),  Jones et al. (2020). 147 
 148 
The applications of digital twins are being explored 149 
throughout the product lifecycle, including 150 
manufacturing, logistics and service phases. British 151 
Petroleum utilises digital twins to monitor and 152 
supervise oil and gas production facilities Lattanzi et 153 
al. (2021). Applications related to logistics that 154 
enhance the supply chain performance of material 155 
resources have been observed  Abideen et al. (2021). 156 
An example of a digital twin operating in the service 157 
phase is the battery management system, which has 158 
garnered increased attention as a solution to safety 159 
performance issues in electric vehicles Shen and Gao 160 
(2019). In the service phase, reports of 161 
implementations for larger systems, such as buildings 162 
El et al. (2022) and bridges Song et al. (2023), are also 163 
becoming widespread. 164 
 165 
The serviceability of mechanical products includes 166 
resistance to fatigue damage and crack growth, 167 
ultimate strength, and an adequate range of responses 168 
to noise and vibrational excitation. Research is being 169 
conducted on digitalisation or digital twin modelling 170 
to monitor the serviceability of such mechanical 171 
products. To this end, cases utilising Computer Aided 172 
Engineering (CAE) or Finite Element Analysis (FEA) 173 
data have been observed in the fields of robotics and 174 
aerospace engineering Phanden et al. (2021). 175 
Additionally, various preliminary attempts related to 176 
this can also be found in the field of maritime 177 
engineering. 178 
 179 
Several frameworks for digital twins have been 180 
proposed for use with a variety of structures. Sindi et 181 
al. (2024) proposed a digital healthcare engineering 182 
(DHE) system consisting of five principal modules to 183 
facilitate the lifelong healthcare of ageing ships and 184 
offshore structures. Chen et al. (2024) investigated the 185 
use of digital twin technology to enhance the 186 
reliability of Floating Offshore Wind Turbines 187 
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(FOWTs), highlighting its role in real-time 188 
monitoring, predictive maintenance, and overall 189 
operational efficiency. Fujikubo et al. (2024) 190 
presented the findings of Japan's research and 191 
development project on the digital twin for ship 192 
structures (DTSS), which employs data-driven 193 
insights and real-time stress response monitoring. Li 194 
et al. (2024a) reviewed the application of digital twin 195 
technology in marine structural integrity management, 196 
proposing a monitoring framework through model 197 
updating, real-time simulation, and data-driven 198 
forecasting. Li et al. (2024b) also proposed a digital 199 
twin-enabled approach to enhance fatigue reliability 200 
and reduce life-cycle costs through data-driven 201 
forecasting and reliability-informed inspection. 202 
 203 
Efforts to trace the hull's structural response through 204 
the digital twin model can be further noted. L’Hostis 205 
et al. (2010) demonstrated the Monitas project, which 206 
can provide the fatigue lifetime consumption of a hull 207 
and support operational decision-making from a full-208 
scale measurement system. Sharma et al. (2018) 209 
conducted a study on a reduction-based finite element 210 
analysis method to accelerate conventional structural 211 
analysis enough to enable real-time finite element 212 
analysis. Some researchers have conducted research 213 
on the inverse finite element analysis technique to 214 
estimate the exact stress field of a local hull structure 215 
from measured stress (Kefal et al., 2015, 2016, 2018; 216 
Kobayashi et al., 2019). It was also demonstrated by 217 
Matsumoto and Sugimura (2021) that the structural 218 
damage on unmeasured locations of a hull could be 219 
evaluated from a set of onboard measurements using 220 
the Bayesian update and relation-based prediction 221 
approach. 222 
 223 
On the other hand, some other researchers have 224 
estimated the structural response at unmeasured 225 
locations using a combination of hull deflection 226 
eigenmodes. In this case, by pre-selecting appropriate 227 
modes and determining the mode amplitudes by full-228 
scale measurement, it has the significant advantage of 229 
being able to recover the different types of structural 230 
response at the desired locations and even the 231 
deformation of the entire hull structure. Table 1 232 
compares several studies that have used the mode 233 
superposition assumption and introduced a series of 234 
conversion matrices, have been compared. The 235 
conversion matrix, described in more detail in Section 236 
2, is a simple matrix consisting of constant 237 
coefficients that transform a given measurement into 238 
the structural response of interest (Andoniu, 2019). 239 
 240 
The study presented in Table 1 delineates a precise 241 
and reliable model focused on estimating crucial 242 
design parameters for assessing hull integrity. 243 
Interpreting the order of studies summarised in the 244 
table as a sequential progression of estimation models 245 
with a common purpose may be inappropriate, as they 246 
are merely arranged chronologically. Furthermore, 247 

this paper primarily explores the use of the conversion 248 
model as a tool for constructing digital twins; thus, 249 
interpreting these discussions as a further 250 
development of those addressed in Table 1 may not 251 
be entirely appropriate.  252 
 253 
The specific meaning of "Digital Twin" has yet to be 254 
clearly defined, and it’s likely that readers will have 255 
different opinions on its requirements. For 256 
convenience, the structural responses typically 257 
considered estimable by a structural digital twin are 258 
included as estimation targets in Table 1. As 259 
discerning readers may already know, not all items 260 
listed as estimation targets in the table are essential 261 
for evaluating the structural integrity of the hull. It is 262 
hoped that the comparison in the table will be seen as 263 
a way to assess the level of detail in the descriptions 264 
of the models presented in each paper. 265 
 266 
Baudin et al. (2013) attempted the classical approach 267 
by utilising the natural vibration modes of the hull. As 268 
such, Table 1 indicates that mode selection is based 269 
on the equation of motion for multiple degrees of 270 
freedom (MDOF) systems. The response amplitude 271 
operator (RAO) of the vertical bending moment of a 272 
hull girder (VBM) and the long-term values under 273 
specific wave spectra were calculated to assess the 274 
estimation accuracy of the conversion matrix in the 275 
frequency domain. 276 
 277 
Koning and Schiere (2014) adopted the operational 278 
modal analysis method, where eigenmodes are 279 
obtained by transforming signals acquired during 280 
operation. The enhanced frequency domain 281 
decomposition (EFDD) method provided by the 282 
commercial software Artemis was used for mode 283 
selection. Acceleration sensor measurements installed 284 
on the actual vessel were converted to estimate hull 285 
girder moment and stress, and these estimates were 286 
compared to the actual values in both time series and 287 
spectral plots. Andoniu et al. (2019) also adopted a 288 
similar approach, estimating fatigue damage through 289 
rainflow counting. 290 
 291 
Unlike the case of natural vibration modes, the use of 292 
responses to regular waves as eigenmodes 293 
necessitates a distinct mode selection method. 294 
Adopting the mode superposition assumption implies 295 
establishing a mathematical linear vector space to 296 
represent any arbitrary hull deformation state. The 297 
eigenmodes, which serve as the basis of this vector 298 
space, are required to be orthogonal to each other. To 299 
assess the orthogonality of these eigenmodes, a 300 
method involving the calculation of auto-correlation 301 
was proposed by Bigot et al. (2015). 302 
 303 
The auto-correlation mode selection method selects 304 
the mode that is least correlated with the previously 305 
selected modes by inner product. However, this 306 
method cannot determine the first mode, which has to 307 
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be defined by the user. Bigot et al. (2015) used the 308 
case of maximum vertical bending as the first mode. 309 
Song et al. (2024) proposed the selection of the first 310 
mode based on principal component analysis (PCA).  311 
 312 
Unlike the traditional natural vibration mode set, 313 
where the eigenmode set is derived naturally from the 314 
eigenvalue analysis of the MDOF Motion Equation, 315 
the autocorrelation-based mode selection method 316 
allows for various adaptations in the mode selection 317 
approach. For example, questions arise such as how 318 
to determine the first mode, how to decide on the total 319 
number of modes in the set, or whether there is an 320 
optimised mode set for the structural responses being 321 
estimated. 322 
 323 
This study describes the process of optimising the 1st  324 
mode and the total number of modes in the mode 325 
selection process. A more detailed description of this 326 
mode selection process will be presented in Section 2. 327 
Details on how the structural and hydrodynamic 328 
analyses were performed will be given in Section 3. 329 
After that,  the comparison between the mode 330 
selection scheme will be given in Section 4 with hull 331 
girder moment estimation results.  332 
 333 
 As in previous studies, the comparison between 334 
conversion model estimates and structural analysis 335 
results will be given for various hotspots, including 336 
hatch coaming corners and stiffener joints, to verify 337 
the validity of the established conversion model 338 
again. In addition, the stress distribution on the entire 339 
bulkhead calculated from the numerical analysis and 340 

the one converted from hull stress measurements 341 
located in remote transverse sections will be 342 
compared in Section 5. This example further 343 
demonstrates that monitoring the hull structural 344 
response for multiple structural parts, including 345 
transverse structural members, is feasible through the 346 
conversion method. 347 
 348 
The proposed method is validated with full-scale 349 
measurement data from the nearly 13,000 TEU class 350 
containership. Cross-validation is performed by 351 
comparing the nominal stress estimates on the long 352 
base strain gauge (LBSG) location with the real 353 
measured ones. The model prediction accuracy in a 354 
specific sea condition will be evaluated by converting 355 
the calculated stress signals into a response spectrum 356 
and comparing it with the third response spectrum 357 
obtained by combining the measured wave spectrum 358 
from the wave radar and the stress response amplitude 359 
operator. The fatigue damage on each strain gauge 360 
location is calculated using spectral fatigue analysis 361 
and the rainflow counting method. A series of 362 
analysis results involving the full-scale measurement 363 
data as above will be explained further in Section 6. 364 
Overall, the applicability of the distortion mode-based 365 
conversion method in building the hull digital twin for 366 
structural integrity monitoring is examined. 367 
 368 
The schematic view of the innovative method, 369 
validation process, and its applicability presented in 370 
this study is summarised in Figure 1. The details will 371 
be comprehensively covered in Section 2. 372 

 373 

Table 1. Summary of Mode Selection Approaches and Estimation Domains in Previous Research 374 

 Input 
Type 

of 
Modes 

Mode 
Selection 
Method 

Estimation Target and Domain 
Hull 

Girder 
Moment 

Nominal 
Stress 

Hotspot 
stress 

Fatigue 
Damage 

Baudin et al.  
(2013) Strain 

Natural 
Vibration 

mode 

MDOF 
Motion Eq. Freq.    

Bigot et al. (2013) Strain Various 
Types 

Manual 
Selection Freq.  Freq.  

Koning and  
Schiere (2014) Accelerlation Operational 

Modes EFDD Time / 
Freq. 

Time / 
Freq.   

Bigot et al. (2015) Hull Girder 
Loads 

Reg. Wave 
Analysis 

Auto 
Correlation   Time / 

Freq. Spectral 

Andoniu et al.  
(2019) Strain Reg. Wave 

Analysis EFDD Time / 
Freq   Spectral 

Song et al. (2024) Strain Reg. Wave 
Analysis 

Auto 
Correlation 
with PCA 

  Freq.  

Present Study Strain Reg. Wave 
Analysis 

Auto 
Correlation 

with 
Optimisation 

Time / 
Freq 

Time / 
Freq 

Time / 
Freq 

Rainflow 
/ Spectral 

 375 



Trans RINA, Vol OOO, Part A2, Intl J Maritime Eng, Apr-Jun 2023 

©2023: The Royal Institution of Naval Architects 

 376 

Figure 1 : Schematic view of the proposed method and its applicability. 377 

 378 
2. CONVERSION MATRIX 379 

FORMULATION 380 
 381 
In the following paragraphs, a linear transformation 382 
relationship that converts the measured structural 383 
responses into the response of the estimation target is 384 
discussed, and the mathematical formulation is as (1). 385 

 386 

𝐹𝐹 = 𝐴𝐴 ∙ 𝑋𝑋 (1) 

 387 
The 𝐹𝐹 in (1) stands for the structural response of the 388 
estimation target and the 𝑋𝑋  corresponds to the 389 
measured structural response (i. e. stress signal 390 
measured from LBSGs). 𝐹𝐹  can either be the cross-391 
sectional load of a hull girder or the nominal or 392 
hotspot stress of local structural parts. This is also true 393 
for 𝑋𝑋, but only stress signals are used for the scope of 394 
this article's discussion. The matrix 𝐴𝐴 stands for the 395 

conversion matrix, which maps the measured stress 396 
into the structural response of the monitoring target. 397 
As the target load 𝐹𝐹  is simply calculated by 398 
multiplying the measured stress signals 𝑋𝑋   and the 399 
conversion matrix 𝐴𝐴 , the location at which the 400 

measurement is taken is of great significance. 401 

However, this is beyond the scope of the present study 402 
and can be addressed in future research. 403 
 404 
Taking the mode superposition assumption, the 405 
estimated structure response vector 𝐹𝐹  can be 406 
expressed as the following Equation (2). 407 
 408 

𝐹𝐹 = 𝜉𝜉1𝐹𝐹1 + 𝜉𝜉2𝐹𝐹2 + ⋯+ 𝜉𝜉𝑁𝑁𝑚𝑚𝐹𝐹
𝑁𝑁𝑚𝑚   (2) 

 409 

Here, 𝐹𝐹𝑖𝑖  represents the target structural response 410 
vector to be monitored in the i-th base mode and can 411 
be determined from numerical analysis. The types of 412 
components in the vector 𝐹𝐹  are identical to the 413 
structural responses being monitored. For example, 414 
the vector 𝐹𝐹  can be freely composed of hull girder 415 
moment, stress, strain, or acceleration, among others. 416 
The only limitation is that, being a result of regular 417 
wave excitation, the responses must be harmonic. 418 
Consequently, structural responses that are not 419 
harmonic, such as von Mises stress, cannot be directly 420 
constructed within the vector 𝐹𝐹. However, since von 421 
Mises stress is, in fact, the root mean square of 422 
harmonic stress components, it can ultimately be 423 
derived from combinations of estimates from various 424 
conversion matrices. The matrix that transforms the 425 
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modal amplitude vector 𝜉𝜉 into the estimated structure 426 

response vector 𝐹𝐹 as in Equation (2) above is called 427 
Matrix B, and Equation (2) above can be written as 428 
Equation (3) below. 429 

 430 

𝐹𝐹 = B ∙ 𝜉𝜉  (3) 

 431 
If the mode superposition assumption is valid, the 432 
input structural response vector 𝑋𝑋  can also be 433 
expressed as Equation (4) as it was in Equation (3). 434 

 435 

𝑋𝑋 = 𝜉𝜉1𝑋𝑋1 + 𝜉𝜉2𝑋𝑋2 +⋯+ 𝜉𝜉𝑁𝑁𝑚𝑚𝑋𝑋
𝑁𝑁𝑚𝑚 (4) 

 436 
Here, 𝑋𝑋𝑖𝑖  corresponds to the measured structure 437 
response vector in the i-th base mode and can also be 438 
determined through numerical analysis results. As 439 
shown in Equation (4), the matrix that transforms the 440 
mode amplitude vector 𝜉𝜉  into the input structure 441 

response vector 𝑋𝑋  is called the 𝑀𝑀  matrix, and 442 

Equation (4) can be written as follows. 443 
 444 

𝑋𝑋 = 𝑀𝑀 ∙ 𝜉𝜉  (5) 

 445 
The purpose of the conversion matrix is to obtain an 446 
estimated structural response 𝐹𝐹  from the measured 447 
structural response 𝑋𝑋. In Equation (3), the unknown 448 
is the mode amplitude vector 𝜉𝜉, and Equation (4) is 449 
used to calculate it. 450 
If the pseudo inverse of the 𝑀𝑀 matrix is applied to 451 

both sides of Equation (4), it can be written as follows. 452 
 453 

𝜉𝜉 = M+ ∙ 𝑋𝑋 , M+ = (M𝑇𝑇M)−1M𝑇𝑇  (6) 

 454 
If the modal amplitude vector 𝜉𝜉  in Equation (3) 455 

replaced with the one in the right side of Equation (5), 456 
it can be written as following Equation (6). 457 

𝐹𝐹 = 𝐵𝐵 ∙ M +𝑋𝑋  (7) 

 458 
As a result, the conversion matrix 𝐴𝐴 can be expressed 459 

as Equation (7) below. 460 
 461 

𝐴𝐴 = 𝐵𝐵 ∙M + (8) 

 462 
The mathematical formulation is the same as the 463 
previous literature (Baudin, 2013; Bigot, 2013, 2015), 464 
which initially covered multiple applications of the 465 
conversion matrix. In addition, the formulation 466 
process and its underlying meaning can also be found 467 
in their works. 468 

 469 

2.1 DEFAULT BASE MODE SELECTION 470 
METHOD 471 

 472 
To detail the effects of the optimization of the mode 473 
selection method introduced in this paper, the "default 474 
mode selection method" will first be described. This 475 
method closely reproduces the mode selection 476 
approach introduced by the research group of Bigot et 477 
al. (2015), although a cross-validation has not been 478 
conducted to confirm its exact similarity. Therefore, it 479 
would be quite careless to claim that the optimised 480 
mode selection algorithm presented in this study 481 
represents an improvement over any previously 482 
published method. For this reason, this paper aims to 483 
create a new control group without optimization to 484 
provide a comparison between methodologies, and 485 
readers are encouraged to pay attention to these subtle 486 
differences. 487 
 488 
The following procedure is performed to select the 489 
base modes. First, a pool of analysis results is created 490 
by performing motion and structural analysis on sine 491 
waves of various headings and frequencies. Among 492 
them, part of wave load analysis cases showing 493 
orthogonal structural behaviour is selected and 494 
utilised as base modes. In order to figure out the 495 
harmonic responses of hull motion and structure on 496 
sine waves, only two cases of analysis are required, 497 
the real and imaginary parts. The only difference 498 
between the real and imaginary parts is the phase 499 
difference by 90 degrees of the ambient sine wave, 500 
with all the other conditions, such as frequency and 501 
heading, being the same. Analysis results for all the 502 
other phases can be regenerated through Equation (9). 503 
 504 

𝐹𝐹(𝛽𝛽,𝜔𝜔,𝜙𝜙)
= 𝑅𝑅(𝛽𝛽,𝜔𝜔) cos(𝜙𝜙) + 𝐼𝐼(𝛽𝛽,𝜔𝜔) sin(𝜙𝜙) (9) 

 505 
Obviously, 𝜔𝜔 represents the wave frequency, 𝛽𝛽 506 
represents the wave direction, and 𝜙𝜙 represents the 507 
phase. 𝑅𝑅 and 𝐼𝐼 are the real and imaginary parts of the 508 
numerical analysis result, respectively. Those can be 509 
any among wave amplitude, wave load, ship motion, 510 
and structural behavior. However, if the property is 511 
not harmonic by its definition, like von-Mises stress, 512 
which is always positive, Equation (9) cannot be 513 
applied. The set of numerical analysis results which 514 
correspond to each load case of a different heading, 515 
frequency, and phase as listed in Equation (10) is 516 
called ‘pool of wave cases. Considering sine wave 517 
load cases of 𝑁𝑁𝛽𝛽 wave headings,  𝑁𝑁𝜔𝜔 frequency, and 518 

𝑁𝑁𝜙𝜙 phases, the pool consists of 𝑁𝑁𝐴𝐴 = 𝑁𝑁𝛽𝛽 × 𝑁𝑁𝜔𝜔 × 𝑁𝑁𝜙𝜙 519 
cases of analysis results. 520 

 521 

𝐹𝐹(𝛽𝛽,𝜔𝜔,𝜙𝜙) = {𝐹𝐹1 𝐹𝐹2 ⋯ 𝐹𝐹𝑁𝑁𝐴𝐴} (10) 
 522 

Selecting the base modes is identifying a set of 𝐹𝐹 523 
orthogonal to each other in the pool of wave cases. 524 
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The conversion process is similar to linearly 525 
regressing the hull deformation state to the vector 526 
space, which takes the base modes as the 527 
eigenvectors. Therefore, the basis vectors should be 528 
orthogonal as possible to each other, and the 529 
orthogonality between the bases is evaluated through 530 
the following Equation (11). 531 

 532 

𝑟𝑟(𝑖𝑖|𝑗𝑗) = �𝑆𝑆 ∙ 𝐹𝐹𝑖𝑖� ∙ �𝑆𝑆 ∙ 𝐹𝐹𝑖𝑖� (11) 

 533 
In the following paragraphs, 𝑟𝑟(𝑖𝑖|𝑗𝑗) is called 534 
'correlation', and when the value is small, the case of 535 
two wave loads is considered to be orthogonal, 536 
otherwise, it is considered to be not orthogonal. 537 
Regarding the 𝐹𝐹𝑖𝑖 in Equation (11), it is desirable to 538 
use the one that can represent the whole ship’s 539 
structural deformation. The sectional hull girder 540 
moment vectors are used in this study. 𝑆𝑆 is a scaling 541 

matrix that normalises 𝐹𝐹 to prevent the absolute size 542 
of elements constituting 𝐹𝐹  from affecting the 543 
orthogonality evaluation, and its definition is as 544 
shown in Equation (12). 545 

𝑆𝑆 = 𝑆𝑆𝑖𝑖𝑖𝑖 = 𝛿𝛿𝑖𝑖𝑖𝑖 max�𝐹𝐹𝑖𝑖𝑖𝑖� (12) 

 546 
The base mode selection process based on the 547 
correlation is presented in Figure 2. The selection 548 
method on the left-hand side of the figure corresponds 549 
to the one that the optimisation scheme proposed in 550 
this paper is not applied, which is also referred to as 551 
the default method. The method is similar to the one 552 
proposed by Bigot et al. (2015), but some 553 
modifications to notations were added to the notations 554 
to keep the consistency. 555 
 556 
As shown in Equation (11), at least two of the 𝐹𝐹 557 
vectors are required to calculate the correlation. 558 
However, when choosing the first mode, no 𝐹𝐹  has 559 
been selected from the pool of wave cases, the dot 560 
product in Equation (11) cannot be performed. 561 
Therefore, the first mode is arbitrarily selected as the 562 
state close to the still water bending case, which is 563 
indispensable to express the hull deformed 564 
configuration.  565 

 566 

Figure 2: Distortion base mode selection method: without optimisation (Left), with 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹��������� optimisation (right).567 
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In the context of the default mode selection method, 568 
the wave load case where the maximum vertical 569 
bending occurs is chosen for the first mode. After that, 570 
the total number of modes to be selected should be 571 
defined. The total number of modes affects the 572 
mathematical stability of the pseudo inverse process 573 
and should be fairly low than the number of sensor 574 
inputs used. It seems desirable to use about half of the 575 
total number of sensors as the total number of modes. 576 
This is followed by the process of calculating all 577 
correlations between the selected mode and all other 578 
wave load cases. On the other hand, not all wave load 579 
cases in the pool are considered for correlation 580 
evaluation with the already selected base modes.  581 
 582 
The fact that the correlation coefficient is very low 583 
does not necessarily mean that the two considered 584 
wave load cases are orthogonal. There are two main 585 
reasons why the correlation value is small. One is that 586 
the two vectors are really orthogonal, and the other is 587 
that one or both of the two vectors are close to zero. 588 
Therefore, to properly establish the base mode set 589 
whose components are truly orthogonal to each other, 590 
the vectors with norms close to zero should be filtered 591 
out before the correlation evaluation. For this, only 592 
the wave load cases with autocorrelation over 80% of 593 
that of the first mode are allowed to be involved in the 594 
correlation evaluation stage.  595 
 596 
Here, autocorrelation means the correlation with 597 
itself, or in the case of 𝐹𝐹𝑖𝑖 , it means 𝑟𝑟(𝑖𝑖|𝑖𝑖) . It is 598 
preferable to select a new base mode that is 599 
orthogonal to all of the already selected base modes. 600 
This can be achieved by evaluating the orthogonality 601 
between the new mode and the worst case among all 602 
the selected base modes. The maximum value of the 603 
correlation coefficient between the previously 604 
selected modes and the wave load case evaluated as a 605 
new mode is used in this context and defined as �̂�𝑟 as 606 
illustrated in Equation (17). 607 

 608 

�̂�𝑟 = max
𝑖𝑖∈[1,𝑚𝑚 ] 

(𝑟𝑟(𝑖𝑖│𝑛𝑛𝑐𝑐  ))   (13) 

 609 
The lowest �̂�𝑟 means that the wave load case evaluated 610 
as a new mode is orthogonal with all the other 611 
previously selected modes than other cases in the 612 
pool. If the number of already selected modes is 613 
defined as 𝑚𝑚 , and the number of wave load cases 614 
satisfying the autocorrelation criterion is 𝑛𝑛𝑐𝑐 out of all 615 
𝑁𝑁𝐴𝐴 wave load cases, a total of 𝑛𝑛𝑐𝑐 × 𝑚𝑚 number of �̂�𝑟 616 
values are calculated for each execution of the 617 
innermost mode selection loop. The wave load case 618 
that gives the lowest �̂�𝑟 value becomes the new base 619 
mode. This process is repeated until the predefined 620 
number of base modes are selected. 621 
 622 
 623 
 624 

2.2 OPTIMISED BASE MODE SELECTION 625 
METHOD 626 

 627 
As mentioned in the introduction, when not using 628 
natural vibration modes, various mode selection 629 
methods can be explored. Even when limiting the 630 
discussion to the correlation-based sequential mode 631 
selection method introduced by Bigot et al. (2015), a 632 
range of assumptions can be tested. The variation in 633 
estimation accuracy of the conversion method based 634 
on mode composition is not being explained for the 635 
first time in this paper; its potential variability has 636 
been mentioned in previous studies. Differences in 637 
the accuracy of the conversion method according to 638 
the number of modes have been presented by Bigot et 639 
al. (2015). Consideration of the accuracy of the 640 
conversion method based on mode composition is 641 
also mentioned in the study by Andoniu et al. (2019). 642 
However, these studies did not provide tools for 643 
quantitatively analysing the accuracy differences in 644 
the conversion method based on mode composition. 645 
 646 
In this study, the root mean square error (RMSE), a 647 
parameter that quantifies the accuracy of the 648 
conversion model estimation based on mode 649 
composition, is defined. 𝑅𝑅𝑀𝑀𝑆𝑆𝐸𝐸��������  is a widely used 650 
parameter across various fields, and in this study, it 651 
similarly represents the average error between the 652 
conversion method estimate and the actual values 653 
obtained from numerical analysis. Its definition is 654 
presented in Equation (14). 655 
 656 

𝑅𝑅𝑀𝑀𝑆𝑆𝐸𝐸�������� =
1
𝑁𝑁𝐴𝐴

���𝐹𝐹𝑖𝑖𝑇𝑇 − 𝐹𝐹𝑖𝑖𝑇𝑇�
2

𝑁𝑁𝐴𝐴

𝑖𝑖

  (14) 

 657 
𝑁𝑁𝐴𝐴 in Equation (14) means the number of all wave 658 
load cases. The estimation target of the conversion 659 
model or the vectors used to evaluate the mode 660 
orthogonality is used as the vector 𝐹𝐹 in Equation (14). 661 
𝐹𝐹 has a superscript, and the letter R from the word 662 
‘reference’ means that the vector is imported directly 663 
from numerical analysis. The superscript P implies 664 
prediction and means the value estimated from the 665 
conversion matrix. That is, 𝑅𝑅𝑀𝑀𝑆𝑆𝐸𝐸��������  means the standard 666 
error of the conversion model estimation with respect 667 
to the vector obtained directly from numerical 668 
analysis. Therefore, a smaller 𝑅𝑅𝑀𝑀𝑆𝑆𝐸𝐸�������� value indicates 669 
that, on average, the accuracy of the conversion 670 
method is high across all numerically considered 671 
cases. The composition of the conversion matrix is 672 
entirely dependent on the selected eigenmodes, 673 
allowing for the evaluation of how accurately the 674 
mode configuration predicts a given structural 675 
response. 676 
 677 
Adopting the mode superposition assumption means 678 
approximating the arbitrary deformation state of a 679 
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structure using a linear vector space composed of 680 
eigenmodes. The basis of this linear vector space is 681 
required to be orthogonal, and the correlation 682 
mentioned in Section 2.1 can be interpreted as a 683 
means of assessing this orthogonality. Additionally, 684 
the basis vectors must not be the zero vector, and the 685 
requirement for autocorrelation to exceed a certain 686 
threshold can also be understood in this context. The 687 
mode selection algorithm can be viewed as the 688 
process of identifying a set of basis vectors that can 689 
effectively approximate pool of all other vectors from 690 
regular wave analysis. 691 
 692 
To describe the behavior of the correlation-based 693 
mode selection algorithm introduced in this paper 694 
within this vector space, the process can be outlined 695 
as follows. First, an arbitrary vector with a sufficiently 696 
large norm is selected, ensuring it is not the zero 697 
vector. Since this vector is not the zero vector, a 698 
correlation value close to zero indicates orthogonality, 699 
thus ensuring it is non-trivial. Next, a second basis 700 
vector is selected that is the most orthogonal to the 701 
first one while having sufficiently high 702 
autocorrelation, ensuring it is also not the zero vector. 703 
Following this, the next vector that is most orthogonal 704 
to the already selected vector set can be identified. 705 
Through this series of steps, a predetermined number 706 
of basis vectors can be selected. 707 
 708 
This series of mode selection methods can be defined 709 
as a type of function that takes the first mode and the 710 
total number of modes as inputs and returns the set of 711 
eigenmodes as output. The composition of the 712 
eigenmode set has been shown to depend on these two 713 
input parameters within the range we have observed. 714 
The performance and accuracy of this function can be 715 
evaluated using the previously introduced 𝑅𝑅𝑀𝑀𝑆𝑆𝐸𝐸�������� . 716 
Naturally, the 𝑅𝑅𝑀𝑀𝑆𝑆𝐸𝐸�������� values are limited to the range 717 
defined by 𝑁𝑁𝐴𝐴  and the total number of modes 718 
attempted. Within this constrained range, it is always 719 
possible to find a minimum 𝑅𝑅𝑀𝑀𝑆𝑆𝐸𝐸��������  value. The 720 
optimization process proposed in this paper refers to 721 
the procedure of identifying this minimum value. 722 
 723 
 724 
3. NUMERICAL INVESTIGATION  725 
 726 
The series of processes described in Section 2 727 
assumes that hydrodynamic analysis in the frequency 728 
domain is conducted using a panel code that solves 729 
for diffraction and radiation potential flow. A key 730 
finding from this study is that the loading conditions 731 
of the hydrodynamic and structural analysis model 732 
used to construct the conversion model must be the 733 
same as those of the physical twin or its numerical 734 
equivalent. In the context of an oil tanker, the loading 735 
condition refers to the tank filling ratio, while for a 736 
container ship, it includes both the tank filling ratio 737 
and the arrangement and mass of the container cargo. 738 
It has been confirmed that applying a conversion 739 

model with differing loading conditions results in 740 
overall lower accuracy. Since the content to be 741 
introduced after Section 4 includes an evaluation of 742 
the estimation accuracy of the conversion model 743 
using data measured from actual ships, it is crucial to 744 
accurately reflect the loading conditions of the 745 
physical ship in the numerical calculations. This topic 746 
will be addressed in this section. 747 
 748 
A set of full-scale measurement data from a real 749 
containership was utilised, and numerical analysis on 750 
its finite element model was conducted to validate the 751 
established conversion model. The vessel used in the 752 
study is a nearly 13,000 TEU class container ship. 753 
Long Base Strain gauge (LBSG), accelerometer, 754 
Inertia Motion Unit (IMU), and Wave radar system 755 
(WAVEX) were installed on the ship to provide data 756 
related to the ship's structural response. The WAVEX 757 
provided information on the surrounding sea 758 
conditions, such as sea wave spectrum, significant 759 
wave height, and wave peak period. Of the large 760 
volume of data measured for about two years from 761 
2011 to 2013, only the ones measured in specific 762 
periods by expecting a sufficiently large structural 763 
response and good data quality were used for 764 
validation. Based on the information obtained from 765 
the WAVEX system, time zones with a sufficiently 766 
large significant wave height were selected. As a 767 
result, a total of three time zones were specified 768 
between June and July 2013. 769 

 770 
In the case of time zone 1, it was early dawn on July 771 
23, 2013, close to the head sea condition. Time zone 772 
2 is the same day as time zone 1, but it is seen that the 773 
significant wave height is larger than the case of time 774 
zone 1. In addition, time zone 2, the mean wave 775 
heading is closer to the oblique sea than in the case of 776 
time zone 1. In the case of time zone 3, it is the harsh 777 
wave condition whose wave height reaches 5 meters. 778 
Judging from the wave spectrum, it is seen that the 779 
wave heading is close to the beam sea condition. The 780 
final verification process of the model is performed 781 
through full-scale measurement data, in particular, the 782 
measured stress signals. The contents of this study 783 
will be further introduced later in Section 5. 784 

 785 
For the conversion model estimates and measurement 786 
data to match, the numerical analysis conditions of the 787 
vessel must be similar to the measurement 788 
environment. One of the requirements to be satisfied 789 
to perform numerical analysis close to reality is the 790 
loading condition. On the other hand, detailed 791 
information on the loading condition, such as 792 
container placement and tank filling ratio, could not 793 
be obtained. Instead, if the draft of the analysis 794 
environment and the actual environment are the same, 795 
the overall load condition is assumed to be similar to 796 
the actual environment.  797 
 798 
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However, the onboard measurement system could not 799 
acquire detailed information on the draft in those time 800 
zones. Therefore, the data compilation of the full-801 
scale measurement campaign conducted by Bureau 802 
Veritas on 13,000 TEU container ship was referred to. 803 
After examining the draft data, it was confirmed that 804 
the 23rd design loading condition has a draft of 805 
14.26m, which is most similar to the draft at time 806 
zones 1 and 2. Therefore, whole ship numerical 807 
analysis was performed for loading condition 23 808 
(LC23). 809 
 810 

 811 

Figure 3: Analysis model for design loading 812 
condition 23: container placement (Top), panel 813 

model (Bottom). 814 

Figure 3 shows the container placement for LC23 and 815 
the panel model for motion analysis. Using the 816 
generated numerical model, motion- and structural-817 
analyis were performed by the seakeeping simulation 818 
code (ISTAS) developed by Korean Register (KR). 819 
Unfortunately, due to the proprietary nature of this 820 

internally developed software, official launch version 821 
information cannot be disclosed. The draft of the ship 822 
was set to 14.26m as indicated in LC23, and the 823 
forward speed was assumed to be 7.7m/s. A series of 824 
numerical analyses were performed for a total of 12 825 
directions from 0 degrees to 330 degrees with 30-826 
degree intervals. For each direction, a total of 22 wave 827 
frequencies ranging from 0.05 rad/s to 1.1 rad/s were 828 
considered. The wave pressure load calculated 829 
through motion analysis was applied to the finite 830 
element model of the whole ship structure to calculate 831 
the structural response. Since numerical analysis is 832 
performed for two different sine wave phases, real 833 
and imaginary parts, 528 analysis results in response 834 
amplitude operator (RAO) form were calculated. 835 
 836 
The conversion model studied in this paper is based 837 
on the mode superposition assumption. This 838 
theoretically enables the method to estimate any type 839 
of structural response in any location in the hull 840 
structure. Therefore, to fully describe the applicability 841 
of the conversion model to the hull digital twin, it 842 
would be ideal to present the entire structural response 843 
conversion result (i. e. hull deformation shape) for the 844 
whole ship hull finite element model. On the other 845 
hand, for this, not only a massive amount of matrix 846 
computation but also an advanced level of rendering 847 
technique is required, which is quite hard to perform. 848 
The hull can be regarded as a beam structure, and the 849 
longitudinal stress applied to the structure can be 850 
determined if the moment applied to the cross-section 851 
of the hull is known. 852 

 853 
Figure 3:  Finite element model with result extraction position marked: Long base strain gauge (LBSG) and non-854 

watertight bulkhead (Top), load cross-section for hull girder moment calculation (Bottom). 855 
856 

857 
Therefore, validation of the conversion model for 858 
longitudinal structural members is performed 859 
indirectly by checking the agreement between the 860 
actual and estimated hull girder moment distribution. 861 
The hull girder moment is evaluated for the cross-862 
sections indicated by the green rectangles in Figure 4 863 
above. The hull girder moment is calculated by 864 
integrating the surface wave pressure from the motion 865 

analysis model. The still water bending moment 866 
component is not considered, and only the dynamic 867 
component due to wave pressure is considered. For 868 
each cross-section, three directional moment 869 
components are considered. The moment components 870 
parallel to the global x, y, and z axes are sequentially 871 
expressed as Torsional moment (TM), Vertical 872 
bending moment (VBM), and Horizontal bending 873 
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moment (HBM). The accuracy of the conversion 874 
model estimate for the transverse structural member is 875 
confirmed by comparing the stress distribution of the 876 

non-watertight bulkhead shown in the red squared part 877 
at the top of Figure 4. 878 
 879 

 880 
Figure 5: Hotspot in the finite element model including hotspot position in the whole ship model  881 

and enlarged view of the hotspot. 882 
 883 
The conversion model has been validated for the major 884 
hotspot locations where it is expected to be vulnerable 885 
to fatigue damage. As shown in Figure 5, the 886 
estimation accuracy of the conversion model is 887 
examined for three hotspots in the hull structure. The 888 
fine-meshed model of each part is illustrated in Figure 889 
5. The first hotspot is at the stiffener joint on Frame 78 890 
near the midship. It can be seen that multiple finite 891 
elements are located for each hotspot location. For 892 
each load case, the largest response among them was 893 
taken as the representative stress RAO of the part. 894 
 895 
The second and third ones are at hatch coaming 896 
corners of the container ship. The second hotspot is 897 
located right in front of the engine room. The third one 898 
is located at frame number 85 near the midship. Figure 899 
5 shows a coarse mesh where hatch coaming corners 900 
are not modelled in detail. As with the first hotspot, the 901 
most significant principal stress among the elements 902 
indicated by the red line was taken as the 903 
representative stress RAO for the part. The accuracy 904 
of the conversion model for various structural 905 
members will be examined through the case studies 906 
mentioned above. 907 
 908 
 909 
 910 
 911 

4. MODEL VALIDATION  912 
 913 
In the validation process, three different mode 914 
selection schemes are performed. In the following 915 
paragraphs, these mode selection processes are 916 
denoted as 'DEF', 'OPT' and 'SEP', respectively. The 917 
‘DEF’ case is a default mode selection process as 918 
described in Section 2.1. The 'OPT' case proposed in 919 
this study is a mode selection process using the 920 
optimization process with the girder moment as the 921 
objective function. Lastly, the ‘SEP’ case is an 922 
eigenmode selection process optimised for each of the 923 
three directional components of the hull girder 924 
moments, i.e., TM, VBM, and HBM. 925 
 926 
The base modes selected by two different methods, 927 
‘DEF’ and ‘OPT’, are shown in Table 2 below.  The 928 
coefficients for the optimisation range were set to be 929 
[𝐶𝐶𝑓𝑓1,𝐶𝐶𝑓𝑓2 ] = [0.8,0.8], and the total number of modes 930 
was tried from seven to 13 by an interval of 2 modes. 931 
As a result, a total of 9 base modes were selected in 932 
the ‘OPT’ case. The total number of modes for ‘DEF’ 933 
case were determined to be the same as the ‘OPT’ 934 
case. This is because if the total number of modes is 935 
different, it is challenging to determine which 936 
condition affected the model accuracy. The base 937 
modes selected by the ‘SEP’ method are also shown in 938 
Table 2. For the ‘SEP’ case, the coefficients for the 939 
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optimisation range were set to be [𝐶𝐶𝑓𝑓1,𝐶𝐶𝑓𝑓2 ] =940 
[0.5,0.3] for TM and HBM. For VBM, [𝐶𝐶𝑓𝑓1,𝐶𝐶𝑓𝑓2] =941 
[0.3,0.8] was used, and the trial range for the number 942 

of modes is the same as the ‘OPT’ case. The total 943 
number of modes was determined to be different for 944 
each type of hull girder moment, nine modes for TM, 945 
13 modes for VBM, and 11 modes for HBM.  946 

 947 

Table 2:  Selected base mode information for ‘DEF’, ‘OPT’ and ‘SEP’ cases. 948 

Mode 
No. 

DEF Case  
Base Modes 

OPT Case  
Base Modes 

SEP Case 
TM Base Modes 

SEP Case 
VBM Base Modes 

SEP Case 
HBM Base Modes 

𝜔𝜔 
(rad/s) 

𝛽𝛽 
(deg) 

𝜙𝜙 
(deg) 

𝜔𝜔 
(rad/s) 

𝛽𝛽 
(deg) 

𝜙𝜙 
(deg) 

𝜔𝜔 
(rad/s) 

𝛽𝛽 
(deg) 

𝜙𝜙 
(deg) 

𝜔𝜔 
(rad/s) 

𝛽𝛽 
(deg) 

𝜙𝜙 
(deg) 

𝜔𝜔 
(rad/s) 

𝛽𝛽 
(deg) 

𝜙𝜙 
(deg) 

1 0.45 180 236.57 0.45 180 61.71 1.10 270 92.57 0.75 60 288.00 0.45 240 113.14 
2 0.60 240 339.43 0.95 90 61.71 0.60 330 195.43 0.45 180 123.43 0.65 60 298.29 
3 0.30 90 288.00 0.30 270 288.00 0.55 60 102.86 0.50 180 133.71 0.70 60 216.00 
4 0.70 300 164.57 0.60 60 144.00 0.55 30 102.86 0.50 120 164.57 0.80 120 205.71 
5 0.70 60 164.57 0.60 300 144.00 0.60 120 102.86 0.35 180 164.57 1.05 60 236.57 
6 0.60 60 144.00 0.65 120 277.71 0.80 30 298.29 0.75 60 30.86 0.50 60 339.43 
7 0.75 300 102.86 0.70 300 349.71 0.70 30 216.00 0.50 120 277.71 0.85 120 82.29 
8 1.00 270 298.29 0.70 60 349.71 0.60 150 61.71 0.40 30 72.00 1.10 60 329.14 
9 0.65 240 51.43 0.65 240 277.71 0.65 30 318.86 0.40 0 10.29 0.55 120 164.57 
10 - -        0.40 150 257.14 1.10 60 329.14 
11 - -        0.50 180 72.00    
12 - -        0.55 120 51.43    
13 - -        0.60 120 113.14    

 949 

5. VALIDATION BY NUMERICAL 950 
SIMULATION DATA  951 

 952 
Before applying the full-scale measurement data, the 953 
conversion model is validated by comparing its 954 
estimates with the numerical analysis results. Sensor 955 
measurements are required to compute the model 956 
estimates. In the case of actual ship application, the 957 
sensor measurement corresponds to the hull stress 958 
measurement of the strain gauges. However, for the 959 

validation process illustrated in this section, the stress 960 
signals calculated from structural analysis results 961 
replace the measured stress signals. In other words, it 962 
was assumed that the stress was accurately obtained 963 
from the strain measured in real time. If the estimates 964 
obtained from these numerically calculated inputs 965 
match the analysis results, the established conversion 966 
model can be assumed to be valid, and this process is 967 
illustrated in Figure 6. 968 
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 969 
Figure 6: Validation process using numerical analysis results. 970 

 971 
Figure 7: Comparison of hull girder moment distribution in irregular oblique sea wave. 972 

All the hull structural responses in this validation 973 
process are generated by RAO. Both the structural 974 
response and surrounding sea waves are calculated in 975 
the ‘wave and response generation’ part on the left of 976 
Figure 6. The stress response produced by the stress 977 
RAO and ‘wave and response generation’ part 978 
becomes the conversion model input vector X below 979 
Figure 6. The base mode selection and the conversion 980 

matrix building process are located in the upper 981 
middle of Figure 6. 982 
 983 
For the base mode selection process, three different 984 
selection schemes are tried, the default method, 985 
optimisation method, and separate optimisation 986 
method. All of them require the hull girder moment 987 
RAO for the orthogonality evaluation. As a result of 988 
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the base mode selection process, a set of distortion 989 
base modes is determined. The modes are specified by 990 
the wave heading, frequency, and phase, which are the 991 
applied wave load condition of the hull structural 992 
analysis. The conversion matrix is then composed 993 
based on the estimation target RAO, sensor RAO and 994 
base mode information with the conversion model 995 
estimate is created from the estimation target RAO and 996 
‘Wave and Response generation’ part. The 997 
combination of input vector ‘X’ and the conversion 998 
matrix produces the model estimates. Since different 999 
conversion matrices are created according to different 1000 
types of mode selection schemes, different types of 1001 
estimates are also generated. The comparison between 1002 
the estimates of each class and the reference will be 1003 
made for the hull girder moment on load cross 1004 
sections, hotspot stress, and stress distribution of the 1005 
non-watertight bulkhead.  1006 
 1007 
Figure 7 shows the estimation result of each hull girder 1008 
moment component for an irregular sea wave of �̅�𝛽 =1009 
120∘. To create the irregular sea wave environment, 1010 
cosine 2nd spreading and significant wave height of 1011 
5m, the peak period of 10 second JONSWAP wave 1012 
spectrum was used in the wave and response 1013 
generation part. A total of three different base mode 1014 
selection schemes were used to generate hull girder 1015 
moment estimates. The plots in the second row of 1016 
Figure 7 show each type of estimate and the actual hull 1017 
girder moment distribution (REF). In the case of TM 1018 
and VBM, the reference and estimated results of all 1019 
cases show good agreement. On the other hand, in the 1020 
case of HBM, estimates from the default method show 1021 
more inaccurate results than the ones from optimised 1022 
methods. However, the difference in accuracy 1023 
between the results of OPT and SEP cases, for which 1024 
the optimisation is applied, is not clearly observed. 1025 
 1026 
The graphs on the left of Figure 8 show the time series 1027 
of hull girder moment changes for a specific cross-1028 

section for each case. Only the results for the specific 1029 
load cross-sections where the maximum hull girder 1030 
moment is expected are attached, and the referred 1031 
sections are different for each moment component. 1032 
The graphs arranged in a total of three rows include 1033 
results for oblique sea wave conditions. The plots in 1034 
the first row show the change in TM at the 10th load 1035 
cross-section. The plots in the second and the third row 1036 
illustrate the time changes of VBM and HBM values 1037 
at the 20th load cross-section, respectively. The solid 1038 
black line in each graph (Figure 8) represents the 1039 
actual value obtained from numerical analysis. 1040 
 1041 
The coloured lines are the results estimated from the 1042 
conversion model. The legend for each item can be 1043 
found in the upper left of the figure. Except for the 1044 
VBM result shown in the second row of the figure, all 1045 
the red lines are detached from the black one, the 1046 
reference. This shows that the conversion matrices 1047 
from the optimised selection methods result in more 1048 
accurate hull girder moment estimates, as in the results 1049 
shown in Figure 8. 1050 
 1051 
Figure 8 also shows the hot spot stress estimation 1052 
results for the oblique sea waves. The black-coloured 1053 
lines labelled as ‘REF’ is the true value of the 1054 
maximum principal stress on hotspots directly 1055 
imported from the structural analysis result. The 1056 
‘OPT’ case conversion matrix estimates are drawn in 1057 
the solid blue line. The distortion base modes included 1058 
in the ‘SEP’ case were selected to minimise the 1059 
estimation error of each directional component of the 1060 
hull girder moment. 1061 
 1062 

 1063 
 1064 
 1065 
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 1066 
Figure 8: Hull girder moment changes in time series at load cross sections for TM (upper left), VBM (middle left), 1067 

HBM (bottom left), Stress time series at hotspot 1 (upper right), 2 (middle right), 3 (bottom right). 1068 

Therefore, the ‘SEP’ case base mode set and 1069 
corresponding conversion model are inappropriate for 1070 
estimating the stress at hotspot locations, and it was 1071 
excluded from the hotspot stress comparison in Figure 1072 
8. The blue line estimated from the optimised method 1073 
is closer to the reference value for all hotspot 1074 
positions than the red line estimated from the default 1075 
method. 1076 
 1077 
The error between the numerical analysis results and 1078 
the conversion estimates of the hull girder moment 1079 
RAO can be calculated for regular wave load cases. 1080 
By summing these errors to obtain an average across 1081 
all the regular wave load cases, the 𝑅𝑅𝑀𝑀𝑆𝑆𝐸𝐸��������  values 1082 
were calculated as 39.99 MN for the 'DEF' case, 19.2 1083 
MNm/m for the 'OPT' case, and 17.21 MNm/m for the 1084 
'SEP' case. This indicates that the use of the optimised 1085 
mode selection algorithm leads to an overall 1086 
improvement in the accuracy of the conversion 1087 
method. 1088 
 1089 
The objective function of optimisation, 𝑅𝑅𝑀𝑀𝑆𝑆𝐸𝐸��������  is 1090 
defined to represent the standard hull girder moment 1091 
estimation error. Thus, the optimisation process is 1092 
expected to increase the accuracy of conversion 1093 
model estimates on the hull girder moment. Though 1094 
the base mode selected through the optimised method 1095 
is used, the estimation accuracy of various structural 1096 
responses, such as hull girder moment and hotspot 1097 
stress, is improved overall. This seems to be because 1098 
the base mode-set selected through the optimised 1099 
method better represents the overall deformation state 1100 
of the hull structure.  1101 

 1102 
The bulkhead stress estimation results in irregular 1103 
ocean waves are illustrated in Figure 9. The stress 1104 
contour on the bulkhead expresses the membrane 1105 
stress in the local coordinate x-direction of each 1106 
element. Since the comparison between the default 1107 
and optimised methods seems to be sufficiently given, 1108 
the default case results are not presented in this 1109 
example. On the left column in Figure 9, the stress 1110 
contours calculated directly from the numerical 1111 
analysis result are displayed, and on the right, the 1112 
stress contour estimated from the conversion model is 1113 
shown. The stress contours are presented in three 1114 
rows, which differ in the time step when the contours 1115 
are captured. The first row of the figure shows the 1116 
result at ten seconds in the simulation time, while the 1117 
second and third rows display the results at twenty 1118 
and thirty seconds. 1119 
 1120 
In both the reference stress distribution and the 1121 
estimated one, a stress concentration region of similar 1122 
shape and strength is observed at the upper left of the 1123 
bulkhead. In the first and second rows in Figure 9, the 1124 
stress concentration area coloured in red shows a 1125 
similar distribution in both reference and estimated 1126 
results. However, the estimated contour at the third 1127 
row seems different from the reference contour. The 1128 
error is thought to become more obvious when the 1129 
hull deformation is small since this results in a small 1130 
input for the conversion model, making it challenging 1131 
to identify how the vessel is being deformed clearly. 1132 
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However, the difference in stress contour may not 1133 
significantly affect the fatigue damage estimates. 1134 

 1135 

Figure 9: Stress contour plot of non-watertight bulkhead, numerical analysis result (left), and  1136 
conversion model estimate (right). 1137 

 1138 
6. VALIDATION BY FULL-SCALE 1139 

MEASUREMENT DATA 1140 
 1141 
The validity of the established conversion model was 1142 
examined through comparative studies, but it is still 1143 
uncertain whether it would achieve acceptable 1144 
accuracy in onboard applications. If the match 1145 
between the estimated and measured structural 1146 
response is confirmed, it becomes more evident that 1147 
the model estimates represent the actual hull 1148 
structural behaviour. The validation process using the 1149 
full-scale measurement data is illustrated in Figure 10. 1150 
The ensuing series of plots presented in this section 1151 
may initially prove challenging to interpret. In order 1152 
to facilitate understanding of their composition and 1153 
implications, Figure 10 includes some visual aids 1154 

displaying the figure numbers alongside the 1155 
corresponding data types. 1156 
 1157 
The measured time series stress obtained from the 1158 
LBSGs and wave spectrum measured by wave radar 1159 
installed on the 13,00TEU class container ship are 1160 
utilised in the process. The Stress RAO from 1161 
structural analysis and Hull girder load or hull girder 1162 
bending moment RAO from hydrodynamic analysis 1163 
are also utilised for base mode selection and 1164 
conversion matrix assembly. 1165 
 1166 
The measured stress may be used as the conversion 1167 
model input, but no data measured for the sole 1168 
purpose of estimated stress validation does exist. On 1169 
the other hand, the stress on an LBSG position can be 1170 
predicted using the time-series stress measured from 1171 
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the other LBSGs, and this can be compared with the 1172 
time-series stress measured directly at that location. 1173 
Cross-validation of the conversion method is 1174 
performed by checking the match between the 1175 
estimated and measured time-series stress, power 1176 
spectral density (PSD), and fatigue damage derived 1177 
from them. In this study, the time-series stress 1178 
measured from 18 LBSGs was divided into two 1179 
groups, one to be used as the input of the conversion 1180 

model and the other to be compared with the 1181 
conversion model estimate. The input group consists 1182 
of a set of measured stress at seventeen LBSGs, and 1183 
the time-series stress measured at only one LBSG is 1184 
assigned to the output group. By estimating the stress 1185 
response of one sensor using the remaining sensors, it 1186 
is possible to determine whether the sensor in 1187 
prediction has failed or is being affected by a factor 1188 
other than global hull structural behaviour.1189 

 1190 
Figure 10: Validation Process using Full Scale Measurement Data. 1191 

The prediction of the conversion model is tuned to 1192 
accurately predict the numerical analysis data used to 1193 
construct the conversion matrix. If the numerical 1194 
analysis conditions and the actual ship operating 1195 
conditions do not exactly match, it is hard to expect 1196 
the conversion model estimate to match the actual 1197 
structural response. Although this error would not be 1198 
very significant, the phase of some estimated 1199 
structural responses may show some phase difference 1200 
about a few seconds from the actual one. As would be 1201 

expected, the size of the estimate may also be 1202 
different, but there doesn't seem to be any other option 1203 
to fix this error at this time. The process is named as 1204 
“Signal synchronisation” and can be seen in the 1205 
middle of Figure 10. The process requires a 1206 
conversion matrix and measured time-series stress. 1207 
More detailed descriptions of the synchronisation 1208 
process will be presented through Figure 11 and the 1209 
following paragraphs. 1210 
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  1212 
Figure 11: Signal synchronisation process. 1213 

A comparison between the measured and conversion 1214 
model predicted stress times series is given in Figure 1215 
12. However, the time series plots can only illustrate 1216 
the model's accuracy for a short period time. Thus, the 1217 
time-series stress will be transformed into a response 1218 
spectrum, and the signal characteristics and model 1219 
accuracy will be analysed. 1220 
 1221 
Further, once the time-series stress is converted into 1222 
the spectrum, they can be directly compared with the 1223 

response spectrum estimated from wave radar 1224 
measured spectrum. Each type of spectral response 1225 
plot will be given in Figure 13. Finally, the estimated 1226 
and measured quantities regarding fatigue damage 1227 
will be compared, and the results will be presented in 1228 
Figure 14. 1229 
 1230 
To begin with an explanation of the signal 1231 
synchronization process, it should be noted that this 1232 
should not be regarded as a general application of the 1233 
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conversion method. This process is specifically aimed 1234 
at correcting the loading conditions that were roughly 1235 
estimated solely through the ship's draft records in 1236 
Section 4 (and it is worth mentioning that the 1237 
reliability of that data was highly questionable). In 1238 
other words, if the actual loading conditions of the 1239 
ship had been accurately reflected in the numerical 1240 
model, this process would not have been necessary.  1241 
 1242 
However, given the uncertainty surrounding the 1243 
loading conditions, failing to attempt the application 1244 
of the conversion model to full-scale measurement 1245 
data would be a missed opportunity. For this reason, 1246 
the process was carried out under the assumption that 1247 
there would be a phase difference between the 1248 
estimated structural response time series from the 1249 
conversion model and the response of the physical 1250 
ship, and adjustments were made accordingly. 1251 
Readers with a strict perspective might reasonably 1252 

criticize this process, as a model intended to explain a 1253 
phenomenon should not be adjusted based on actual 1254 
data concerning that phenomenon. 1255 
 1256 
The phase difference between the numerical analysis 1257 
result and the actual response may be somewhat 1258 
critical to the predictions from the conversion matrix. 1259 
The process of producing the conversion model 1260 
estimates is essentially the same as the process of 1261 
linearly summing the time-series stress where some 1262 
constants have been multiplied. Suppose the phase of 1263 
the signals at each time step is slightly different. In 1264 
that case, the constructive and destructive interference 1265 
relation between the input signals may vary during the 1266 
conversion process, which would increase the error of 1267 
the estimates as a result. Therefore, before using the 1268 
LBSG measured stress signal as an input of the 1269 
conversion matrix, a ‘signal synchronising’ process 1270 
was performed to adjust the signal phase. 1271 

The process shifts the reference stress time signal 1272 
parallel along the time axis and finds the one best fits 1273 
the estimated time-series stress among all the shifted 1274 
signals. On the other hand, this process is not 1275 
performed only once; accordingly, a multi-loop type 1276 
method shown in Figure 11 was devised. The shifted 1277 
time-series stress is again used as the input time-series 1278 
stress to generate an estimated time-series stress again. 1279 
The reason why this process is repeated is that the 1280 
shifted time series changes the estimated time-series 1281 
stress when they are used as the conversion input. 1282 
This process is repeated until any more time shifts do 1283 
not occur. In the end, the shifted time series, which 1284 
results in the best fit with the estimated time-series 1285 
stress can be found, and the signal synchronising 1286 
process is terminated. 1287 
 1288 
Since the conversion matrices transform the 17 input 1289 
time-series stress into only one prediction signal, the 1290 
conversion matrix becomes a vector with 17 elements. 1291 
A new matrix that converts 18 input stress times series 1292 
into 18 predicted stress signals can be composed by 1293 
assembling those vectors, as presented in Equation 1294 
(15). To assemble the conversion matrix 𝐴𝐴, zeros are 1295 

padded at the diagonal terms of the matrix, and 1296 
seventeen elements of each conversion vector to 1297 
predict the response of the i-th LBSG are assigned at 1298 
the off-diagonal terms in each row. This reassembled 1299 
𝐴𝐴  matrix is used as an input of the signal 1300 

synchronising process, together with the measured 1301 
time-series stress. 1302 
 1303 

𝐹𝐹𝑡𝑡  = 𝐴𝐴 ∙ 𝑋𝑋𝑡𝑡  

 
(15) 

⎣
⎢
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⎢
⎡
𝐹𝐹1 ,𝑡𝑡
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𝐴𝐴2,1 0 𝐴𝐴2,3 ⋯ 𝐴𝐴2,18
𝐴𝐴3,1 𝐴𝐴3,2 0 ⋯ 𝐴𝐴3,18
⋮ ⋮ ⋮ ⋱ ⋮

𝐴𝐴18,1 𝐴𝐴18,2 𝐴𝐴18,3 ⋯ 0 ⎦
⎥
⎥
⎥
⎤

∙

⎣
⎢
⎢
⎢
⎡
𝑋𝑋1,𝑡𝑡
𝑋𝑋2,𝑡𝑡
𝑋𝑋3,𝑡𝑡
⋮

𝑋𝑋18,𝑡𝑡

 

 1304 

 1305 
Figure 12: Time-series stress comparison for  1306 

LBSG 1 through LBSG 3 at time zone 1. 1307 

 1308 
The iteration number ‘i’ appearing in the signal 1309 
synchronisation process diagram corresponds to the 1310 
identification number of LBSG, thus it has a range 1311 
from one to eighteen. The iteration number ‘j’ stands 1312 
for the number of shifted time steps that occurred in 1313 
each loop of signal shifting. In the beginning of the 1314 
synchronisation, the maximum time shift amount 1315 
𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚  and step wise time shift amount Δ𝑡𝑡  should be 1316 
defined. The maximum shift 𝑡𝑡max was set to be five 1317 
seconds, and 0.5 seconds to be the step time shift in 1318 
the application of this process. As a result, the 1319 
estimation error 𝐸𝐸𝑖𝑖𝑖𝑖 ,  the parameter evaluating the 1320 

time-series stress difference between the estimated 1321 
stress signal at i-th LBSG for the j times shifted 1322 
reference stress signal can be calculated. The total 1323 
amount of the time shift is different for each LBSG, 1324 
reaching up to 5.5 seconds. 1325 
 1326 
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Figure 12 shows both the shifted time-series stress 1327 
and corresponding predicted stress signals from 1328 
LBSG 1 through LBSG 3. The black solid line for the 1329 
'MES' series corresponds to 𝑋𝑋𝑖𝑖,𝑡𝑡  from Equation (15), 1330 
while the red dashed line for the 'PRD' series 1331 

corresponds to  𝐹𝐹𝑖𝑖,𝑡𝑡 from the same equation. It might 1332 

be helpful for viewing the visualised results in Figure 1333 
13. Only the results for time zone 1 are illustrated in 1334 
the figure. 1335 

 1336 
Figure 13: Time-series stress comparison for LBSG 1 through LBSG 3 at time zone 1. 1337 

In the numerical analysis process, linear wave loads 1338 
with a maximum frequency of 1.2rad/s were assumed 1339 
to compose the conversion matrix. The conversion 1340 
model may produce untrustworthy estimates for 1341 
structure response induced by the excitations with 1342 
shorter periods than the maximum frequency 1343 
assumed in the analysis stage. Thus, by applying the 1344 
low pass filter to the time-series stress, the vibrational 1345 

components with the radial frequency above 1.8rad/s 1346 
were excluded.  1347 
 1348 
The ‘MES’ time-series stress of the solid black line in 1349 
Figure 13 is the LBSG measured time-series stress 1350 
that has undergone low pass filtering and signal 1351 
synchronisation. The time-series stress of ‘PRD’ in 1352 
the red dotted line is the one generated by applying 1353 
the conversion matrix 𝐴𝐴 to the ‘MES’ type time-series 1354 
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stress. Since the diagonal terms of the conversion 1355 
matrix are all zero, the predicted signal ‘PRD’ for 1356 
LBSG 1 at the top of Figure 13 is the result estimated 1357 
from the time-series stress measured at LBSG 2 1358 
through 18. It can be seen from the first to the third 1359 
row of Figure 13 that the two types of time-series 1360 
stress show a good match. This implies that the 1361 
estimated structural response from the conversion 1362 
matrix coincides with the actual structural response of 1363 
the vessel. 1364 
 1365 
Unfortunately, not all LBSG stress estimates showed 1366 
accurate results. The estimates for LBSG 1 through 8 1367 
located near the midship showed considerable match. 1368 
However, for LBSG 9 through 12, which are installed 1369 
right in front of the superstructure of the ship, the 1370 
estimation accuracy tends to decrease. The 1371 
conversion model estimate deviated more from the 1372 
reference for LBSG 13 and 14 installed in the ship 1373 
front and for LBSG 15 through 18 located in front of 1374 
the ship engine room.  1375 
 1376 
It seems that, for the bow and stern, this is because 1377 
the local load conditions near the sensor installation 1378 
and structural response induced from them pose a 1379 
more dominant effect on the stress of these areas than 1380 
the global hull structural behaviour. Furthermore, 1381 
referring to the arrangement of the sensors, the 1382 
predictions made in those locations can be seen as 1383 
spatial extrapolation rather than interpolation, which 1384 
may have increased the error even more. 1385 
 1386 
The power spectral density (PSD) plots for stress 1387 
signals of LBSG 1 and 2 are depicted in Figure 14. 1388 
Since the PSD results contain a stress history of one 1389 
hour, they illustrate the accuracy of the conversion 1390 
model estimate for a longer time step than the time-1391 
series stress results shown in Figure 13. As the fatigue 1392 
damage can be estimated from the area and the second 1393 
moment of the PSD diagram, the utility of the 1394 
conversion model for structural integrity management 1395 
can be assessed from these data. The PSD of the 1396 
‘MES’ and ‘PRD’ series in Figure 14 corresponds to 1397 
the result of the PSD transformation of the time-series 1398 
stress of the ‘MES’ and ‘PRD’ series, respectively. 1399 
 1400 

 1401 
Figure 14: Response spectrums and spectral 1402 

moments for LBSG 1 (Top) & 2 (Bottom) at time 1403 
zone 1. 1404 

 1405 
The third type of PSD labelled as ‘WVX’ is also 1406 
plotted in Figure 14. Multiplying the LBSG stress 1407 
RAO obtained from the structural analysis by the 1408 
measured wave spectrum, the stress response 1409 
spectrum can be obtained, and this is the ‘WVX’ PSD. 1410 
The hindcast wave spectrum is used in the full 1411 
stochastic fatigue analysis process during the ship 1412 
design stage. The fatigue damage estimates calculated 1413 
from the hindcast wave spectrum cannot be more 1414 
accurate than those estimated from the measured 1415 
wave spectrum. Thus, the estimates derived from the 1416 
‘WVX’ type spectrum indicate the most accurate 1417 
estimates possibly obtained from the design stage. 1418 
Otherwise, they can also be interpreted as an indicator 1419 
implying how close the numerical analysis results are 1420 
to the actual structural response of the vessel in 1421 
physical space. 1422 
 1423 
The WVX PSD of LBSG 1 illustrated in Figure 14 1424 
seems closer to the REF series than the PRD series. 1425 
On the other hand, the results for LBSG 2 show the 1426 
opposite tendency. Though the PSD results for the 1427 
remaining 16 LBSGs were not attached to this paper, 1428 
most of the PRD series results are closer to those of 1429 
the REF series than the WVX series. This seems to be 1430 
due to the advantage that the conversion method 1431 
considers only the actual hull structural behaviour 1432 
during the operation. However, as can be seen in cases 1433 
such as LBSG 1, where there are noticeable 1434 
differences in PSD, further research is required to 1435 



Trans RINA, Vol 158, Part A2, Intl J Maritime Eng, Apr-Jun 2016 

©2016: The Royal Institution of Naval Architects 

account for the uncertainties associated with the 1436 
estimated stresses. 1437 
 1438 

 1439 
Figure 15: Fatigue damage ratio for each LBSG location calculated by rainflow counting method (Left) and spectral 1440 

fatigue analysis procedure (Right) for time zone 1. 1441 

Figure 15 summarises the fatigue damage ratio results 1442 
calculated from rainflow counting and spectral 1443 
fatigue analysis method at 18 LBSG locations. For 1444 
rainflow counting and power spectral density analysis, 1445 

version 2017 of the open-source MATLAB code 1446 
package Wave Analysis for Fatigue and 1447 
Oceanography (WAFO) was utilised. The stress 1448 
cycles were counted according to ASTM E1049-85 1449 
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(2017) standard. The S-N curve for the welded joints 1450 
with cathodic protection (16) in DNV classification 1451 
note 30.7 (DNVGL, 2014) was used to evaluate the 1452 
estimation accuracy of the conversion model from the 1453 
fatigue damage. It would be appropriate to compare 1454 
the model accuracy for stress concentrations where 1455 
fatigue damage may occur within the lifetime of the 1456 
vessel. However, there is no time-series stress 1457 
measured at those locations. Therefore, although 1458 
fatigue damage is unlikely to occur, the fatigue 1459 
damage ratios of LBSG locations where time-series 1460 
stress were measured were calculated. 1461 
 1462 

log𝑁𝑁 = log 𝑎𝑎� −𝑚𝑚 log𝐾𝐾𝑝𝑝Δ𝜎𝜎  
𝐾𝐾𝑝𝑝 : Stress reduction factor, 0.72 
𝑎𝑎� : SN-Curve property, 15.606 
𝑚𝑚 : SN-Curve property, 5.0 

(16) 

 1463 
The LBSGs are installed on the longitudinal stiffeners. 1464 
For the calculation of the fatigue life or strength, S-N 1465 
curve type I (Welded joint) from the DNV No. 30.7 1466 
(DNVGL, 2014) has been utilised, and the detailed 1467 
can be referred to Appendix B (Table B.1 and Figure 1468 
B.1). In the event that the principal stress direction is 1469 
parallel with the weld direction, it is necessary to 1470 
apply a stress reduction factor (𝐾𝐾𝑝𝑝) to the principal 1471 

stress range prior to entering the stress value into the 1472 
S-N curve (DNVGL, 2014). The value of the stress 1473 
reduction factor was determined on the assumption 1474 
that automatic welding was conducted on both sides 1475 
(𝐾𝐾𝑝𝑝 = 0.72)  which is clearly stated in Table A.2. 1476 

Since the maximum change in amplitude of the time-1477 
series stress is lower than the fatigue limit of 73.1Mpa, 1478 
the S-N curve for 𝑁𝑁 ≥ 107 was used.1479 

 1480 
The relation between fatigue damage and the spectral 1481 
moment is as written in Equation (17). The ‘𝐷𝐷’ is the 1482 
fatigue damage to be calculated, and 𝑇𝑇𝑑𝑑  is the length 1483 
of time for which the time-series stress was measured. 1484 
Here, 𝑇𝑇𝑑𝑑  was set to be 3600 seconds since the time-1485 
series stress was measured for an hour. The 𝐾𝐾𝑝𝑝, 𝑎𝑎�, and 1486 

𝑚𝑚  are values obtainable from the S-N curve. The 1487 
value obtained by integrating the response spectrum 1488 
in the previous section was used for the spectral 1489 
moment. 1490 

 1491 
Figure 15 shows the two types of fatigue damage, one 1492 
calculated from rainflow counting the time-series 1493 
stress, and the other from the spectral fatigue analysis 1494 
method. Fatigue damage calculated directly from the 1495 
time-series stress is denoted with a ‘T’ subscript, and 1496 
𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 and 𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 are of this case. 𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 and 𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 1497 
are the fatigue damage calculated by rainflow 1498 
counting the measured and estimated time-series 1499 
stress, respectively. The fatigue damage determined 1500 
by applying the spectral fatigue analysis procedure to 1501 
the response spectrum obtained from the measured 1502 
and the estimated time-series stress was denoted as 1503 
𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 and 𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 using the ‘S’ subscript. The fatigue 1504 
damage calculated from the wave spectrum measured 1505 
by WAVEX is written as 𝐷𝐷𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆. 1506 
 1507 

Figure 15 consists of scatter diagrams arranged in 1508 
three rows and two columns. Each row contains the 1509 
fatigue damage calculation results for time zone 1, 2 1510 
and 3. The X-coordinates of the data points in the left 1511 
plots of the figure denote 𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 for each LBSG. The 1512 
X coordinates of the data points in the plots on the 1513 
opposite side represent 𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 . The estimated time-1514 
series stress is calculated for each of the 18 LBSGs, 1515 
which results in 18 data points per graph. Mean and 1516 
COV (coefficient of variation) are provided to 1517 
compare the estimated results. As the Red dots in the 1518 
graphs on the left are densely clustered around the 1519 
diagonals, it can be inferred that the fatigue damages 1520 
were accurately estimated from the conversion model 1521 
even for the longer time-series stress measured for an 1522 
hour length. On the other hand, the results for time 1523 
zone 3 in the third row show a more dispersed 1524 
distribution than it is for the results in the first and 1525 
second rows. Compared to other time zones, the 1526 
loading condition of the ship in the time zone 3 is 1527 
more different from the one assumed in the numerical 1528 
analysis, and it seems to be the cause of the accuracy 1529 
deterioration of the conversion method in this time 1530 
zone. 1531 
 1532 
In the graphs on the right, the 𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 series data points 1533 
are more closely gathered around the y=x line than the 1534 
𝐷𝐷𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆  series are. This is consistent with the result 1535 
illustrated from the PSD plot, which means that the 1536 
conversion method that accounts for the actual 1537 
response of the hull structure in the prediction process 1538 
produces fewer errors than the one estimated from the 1539 
wave spectrum, in other words, the design estimates. 1540 
This is more clearly shown in the results for time zone 1541 
3. Whereas the 𝐷𝐷𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆 series fully contains the error 1542 
from the numerical analysis results, the error of the 1543 
𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇  series is diminished since the conversion 1544 
model estimates vary along with the conversion 1545 

D =
Td

2π�Kp
−ma���

m2

m0
�2�2m0�

m
Γ�1 +

m
2 � (17) 

D : Fatigue damage ratio 
Td  : Design Life, 3600sec (Stress measured time 
length) 
m0 : Spectral moment, ∫ SR(ω)dω∞

0  
m2 : Spectral moment, ∫ ω2SR(ω)dω∞

0  
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model input changes. The reason why the 𝐷𝐷𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 1546 
series are closer to the diagonal than the 𝐷𝐷𝑇𝑇𝑆𝑆𝑆𝑆𝑆𝑆 series 1547 
can be explained as above. 1548 
 1549 
 1550 
7.  ADDITIONAL EXAMPLE FOR USER 1551 

GUIDE 1552 
 1553 
The method described in this study does not 1554 
necessarily apply to the 13,00 TEU container ship but 1555 
can also be applied to many other vessels with 1556 
different hull structures. To clarify this point and 1557 
provide a comparison model for cross-validation that 1558 
can proceed later, an additional working example of a 1559 
relatively simpler model is introduced in the 1560 
following.  1561 
 1562 

 1563 

Figure 16: SE-23 FPSO model (Sample model) 1564 

Table 3: Principle Dimensions of FPSO 1565 

Light weight 15,000ton 

Dead weight 111,170ton 

LBP 165.75m 
Breadth 43m 

Depth 22m 

Draft 15.5m 
1566 

 1567 

Figure 17: Load cross-section and sensor locations of FPSO 1568 

 1569 

 1570 

Figure 18: Comparison of hull girder moment distribution in irregular oblique sea wave for FPSO 1571 

1572 

S e ns or
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 1573 

Figure 19: Stress contour plot of FPSO web frame, numerical analysis result (left), and conversion model estimate (right) 1574 

The new target vessel is a FPSO model, as illustrated 1575 
in Figure 16, and its principle dimensions are shown 1576 
in Table 3. The vessel is the sample FPSO model, 1577 
which is an analysis example provided in the Sesam 1578 
software package. The hydrodynamic and structural 1579 
analysis and post-processing for the sample FPSO 1580 
model were conducted using version 2013 of the 1581 
Sesam software package. 1582 
 1583 
The hull girder bending moments were calculated 1584 
across sixteen load cross sections, as illustrated in 1585 
Figure 17, for comparison with the conversion model 1586 
estimates. For the conversion model input, membrane 1587 
stress components in the global x-direction at twenty 1588 
shell elements across five (5) transverse sections were 1589 
taken, and the locations are marked in red point in 1590 
Figure 17. 1591 
 1592 
The comparison between the analysis result and the 1593 
conversion model estimates for the hull girder 1594 
moment is shown in Figure 18. The sea state of wave 1595 
heading 120 degrees, significant wave height of 10 1596 
metres and peak period of 10 seconds was assumed 1597 
using the Pierson-Moskowitz modified spectrum. 1598 
Both of the conversion models yield accurate 1599 
estimates for the vertical and horizontal bending 1600 
moments. However, it is confirmed that the 1601 
conversion model set up based on the ‘OPT’ case 1602 
selection method provides the most accurate results 1603 

for the torsional moment. This is similar to what has 1604 
been demonstrated in the 13,000TEU container ship 1605 
application. 1606 
 1607 

Figure 19 demonstrates the analysis result and 1608 
conversion model estimates for the web frame 1609 
membrane stress. Among the total of 30 web frames 1610 
comprising the hull structure, the 15th one from the 1611 
bow near the midship section was selected for 1612 
comparison. The stress of 448 nodes on the web frame 1613 
was directly calculated from the multiplication of 20 1614 
stress input values and the conversion matrix. The 1615 
same sea state as the hull girder bending moment 1616 
example was assumed. The contours in the first row 1617 
in Figure 18 demonstrate the results at the simulation 1618 
time of 30 seconds, and the 2nd row includes the 1619 
results at 40 seconds. 1620 

 1621 
In Figure 19, the contours in the left column show the 1622 
web frame stress obtained from the analysis and the 1623 
right column contains the estimates from the 1624 
conversion model. It can be seen in Figure # that the 1625 
conversion model estimates show stress contours of 1626 
similar patterns and magnitudes to the ones from the 1627 
analysis result. Considering the results presented 1628 
through Container ship and the FPSO examples, the 1629 
conversion model with the optimised base mode 1630 
selection algorithm is expected to provide more 1631 
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accurate estimates compared to the one with the 1632 
default mode selection method. 1633 
 1634 
The conversion model has not been extensively tested 1635 
on a wide range of offshore structures. Therefore, 1636 
further research is needed to understand better the 1637 
types of structures to which this approach can be 1638 
applied and its applicability.  In this paper, the 1639 
conversion model has been applied to barge-type 1640 
FPSOs and container ships. Further research is 1641 
needed to explore the application to a wider range of 1642 
structure types, including floating offshore wind 1643 
turbines. 1644 
 1645 
It has been found that this method is useful in 1646 
estimating the global structural response of these 1647 
models. Therefore, users of this model should be 1648 
cautious and apply the methodology specifically to 1649 
cases where the structural response they wish to 1650 
estimate is driven by global hull structural deflections 1651 
that can be decomposed into modal shapes. Further 1652 
research is required to improve the estimation 1653 
accuracy in areas where the influence of local 1654 
hydrodynamic pressure is significant. 1655 
 1656 
Large container ships are subject to high-frequency 1657 
vibration caused by whipping, which is a significant 1658 
contributor to fatigue damage. The frequency of the 1659 
wave load cases used to construct the conversion 1660 
model in this study consists mainly of low-frequency 1661 
components not exceeding 1.1 rad/s. Therefore, it is 1662 
unlikely that the conversion model can accurately 1663 
estimate the structural response of the hull to high-1664 
frequency vibration. Further research into the ability 1665 
of the conversion model to handle high-frequency 1666 
vibration components would be beneficial. 1667 
 1668 
 1669 
8.  CONCLUSIONS 1670 
 1671 
This study aims to enhance the conversion matrix 1672 
used for predicting loads at arbitrary locations based 1673 
on limited stress measurements. An optimised base 1674 
mode selection method was proposed to improve the 1675 
accuracy of the conversion matrix, which was 1676 
calculated using mode superposition. When selecting 1677 
modes using responses to regular waves, the initial 1678 
mode and the number of modes play a critical role. In 1679 
this paper, we sought to refine the mode selection 1680 
process by identifying the combination that 1681 
minimises error compared to numerical analysis 1682 
results. The proposed mode selection method was 1683 
validated using actual measurement data from the 1684 
13,000TEU class container ship, confirming that it 1685 
offers better estimations than previous approaches. 1686 
Further validation was performed with an FPSO.  1687 
However, a limitation of this study is that the 1688 
validation focused only on stress estimation and 1689 

fatigue damage assessment. For implementing the 1690 
digital twin, additional evaluations should include 1691 
real-time buckling assessments to ensure structural 1692 
integrity monitoring. Furthermore, while the 1693 
effectiveness of the optimization introduced in the 1694 
mode selection process has been confirmed to a 1695 
limited extent within the scope of this study, 1696 
additional research is needed to ascertain whether it 1697 
constitutes a clear improvement over the methods of 1698 
other authors.  1699 
 1700 
In addition, estimating high-frequency regimes 1701 
affected by whipping and springing also requires 1702 
further validation. This method assumes that the 1703 
analysis results in the elastic range are represented by 1704 
modal superposition, which means it cannot predict 1705 
any plastic deformation. Since plastic deformation 1706 
occurs in the hull and significantly impacts structural 1707 
integrity, further research shall be conducted to 1708 
develop advanced models to address this issue. 1709 
 1710 
 1711 
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 1918 
APPENDIX A 1919 
 1920 
The additional validation results are illustrated in the 1921 
appendix by adopting four scenario cases with video 1922 
links.  1923 
 1924 
Figure A.1(a) shows the regular wave simulation 1925 
result for the head sea condition. In the following 1926 
plots, the sign convention of the hull vertical bending 1927 

moment under the hogging and sagging condition is 1928 
reversed to ease the comparison between the hull 1929 
girder moment profile and surrounding wave 1930 
configuration. The corresponding results for the 1931 
oblique wave condition are illustrated in Figure A.1 1932 
(b). The HBM result for the oblique wave case reveals 1933 
that more accurate estimates are produced in the order 1934 
of SEP, OPT, and DEF cases, which clearly shows the 1935 
effect of optimisation. 1936 
 1937 
The results for the irregular sea wave condition are 1938 
included in Figure A.2. The head sea condition is 1939 
assumed for Figure A.2 (a), and it can be seen in the 1940 
plots for the TM and HBM that the estimation 1941 
accuracy is enhanced as a result of the optimisation. 1942 
The same can be inferred from TM and HBM plots in 1943 
Figure A.2 (b), which demonstrates the estimation 1944 
results under the oblique sea wave condition. 1945 
 1946 
All the validation video materials are also available at 1947 
the link given, and they may support potential readers' 1948 
better understanding. 1949 
 1950 
Regular wave 1951 
- Case 1: Head sea condition 1952 

 (https://youtu.be/YJeTQ1BsQkc) 1953 
- Case 2: Oblique sea condition 1954 

 (https://youtu.be/0rlQRcRR6kY) 1955 
 1956 
Irregular wave 1957 
- Case 3: Head sea condition 1958 

 (https://youtu.be/7u8EZOlqcsM) 1959 
- Case 4: Oblique sea condition 1960 

 (https://youtu.be/e8uIlXfVmlQ) 1961 
 1962 
The additional validation results are illustrated in 1963 
Appendix A in total of seven figures and video links.  1964 
 1965 
 1966 
 1967 
 1968 
 1969 
 1970 
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 1975 
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 1983 
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           1985 

(a) Case 1: Head sea condition (𝜇𝜇 = 180𝑑𝑑𝑑𝑑𝑑𝑑, 𝜔𝜔 = 0.35𝑟𝑟𝑎𝑎𝑑𝑑/𝑠𝑠) (Link: https://youtu.be/YJeTQ1BsQkc) 1986 

 1987 

 1988 

(b) Case 2: Oblique sea condition (𝜇𝜇 = 120𝑑𝑑𝑑𝑑𝑑𝑑, 𝜔𝜔 = 0.35𝑟𝑟𝑎𝑎𝑑𝑑/𝑠𝑠) (https://youtu.be/0rlQRcRR6kY) 1989 

Figure A.1: Validation results under regular waves 1990 
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,
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 1992 

(a) Case 3: Head sea condition (Link: https://youtu.be/7u8EZOlqcsM) 1993 

 1994 

 1995 

(b) Case 4: Oblique sea condition (Link: https://youtu.be/e8uIlXfVmlQ) 1996 

Figure A.2: Validation results under irregular waves 1997 
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APPENDIX B 2000 
 2001 
In this section, the S-N curve and stress reduction 2002 
factor information from Section 2. Analysis of fatigue 2003 
capacity: DNV-CN 30.7 (DNVGL, 2024) is briefly 2004 
summarised. 2005 
 2006 

Table B.1: S-N parameters for welded joint and base 2007 
materials 2008 

Note: I, III = for air and or with cathodic protection, IV = 2009 
corrosive environment. 2010 
 2011 

 2012 

Figure B.1: Three S-N curves based on Table B.1 2013 

Fatigue design is carried out based on S-N curves 2014 
obtained from fatigue tests. The design S-N curves are 2015 
established from M (Mean) - 2SD (Standard 2016 
Deviation), reflecting a 97.6% probability of survival. 2017 
These S-N curves apply to both normal and high-2018 
strength steels used in hull structures, and for welded 2019 
joints, they also include the effect of local weld 2020 
notches. This means these S-N curves are compatible 2021 
with calculated stress values that exclude the notch 2022 
stress caused by the weld. Furthermore, when a butt 2023 
weld is machined or ground flush without weld 2024 
overfill, a more favourable S-N curve can be applied. 2025 
Reference for this is provided in DNV-RP-C203. 2026 
 2027 
The basic design S-N curve is given as 2028 
 2029 

log𝑁𝑁  = log 𝑎𝑎�  −  𝑚𝑚 logΔ𝜎𝜎 2030 
 2031 
with S-N curve parameters given in Table B1. 2032 
 2033 

N Predicted number of cycles to failure 
for stress range Δσ 

Δ𝜎𝜎  Stress range 
M Negative inverse slope of S-N curve 
log 𝑎𝑎�  Intercept of log N-axis by S-N curve 

 2034 
 2035 

log 𝑎𝑎�  = log 𝑎𝑎   −  2𝑆𝑆𝐷𝐷 2036 

where, 2037 
a Constant relating to mean S-N curve 
𝑆𝑆𝐷𝐷  Standard Deviation of log N, 0.2 

 2038 
Most S-N data come from fatigue testing of small 2039 
specimens in laboratory settings. For simple test 2040 
specimens, testing continues until the specimens fail, 2041 
and no stress redistribution occurs during crack 2042 
growth. Consequently, the majority of fatigue life is 2043 
associated with the slow growth of a small crack, 2044 
which accelerates as the crack enlarges until fracture. 2045 
Fatigue crack initiation takes longer in a notch within 2046 
base material than at a weld toe or weld root, meaning 2047 
that when base material has higher fatigue resistance 2048 
than welded details, cracks in base material grow 2049 
faster once initiated. For practical purposes, failures 2050 
in test data are defined as crack growth through the 2051 
thickness. When this criterion is applied to actual 2052 
structures - where stress redistribution is more likely 2053 
- the failure criterion equates to a crack size slightly 2054 
less than the plate thickness. 2055 

Table B.2: Stress reduction factor (𝐾𝐾𝑝𝑝) 2056 

𝐾𝐾𝑝𝑝 Schematic 
views 

Explanation 

0.72 

 

Automatic welding 
case for both sides 

0.80 

 

Automatic fillet 
welding or butt 
welding for both 
sides but containing 
stop-start positions 
 
Automatic butt 
weldings for one side 
only, with a backing 
bar, but without start-
stop positions. 
 

0.90 

 

Manual fillet welding 
or butt welding.  
 
Manual welding or 
automatic butt 
welding for one side 
only, particularly for 
box girders  
 
Repaired automatic or 
manual fillet or butt 
weldings 

Note: 𝐾𝐾𝑝𝑝 = Stress reduction factor. 2057 
 2058 
The S-N curves in Table B.1 and Figure B.1 are 2059 
formulated for principal stresses acting normal to the 2060 
weld and should be used along with the maximum 2061 
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  log 𝑎𝑎� m log 𝑎𝑎� m 
I Welded joint 12.164 3.0 15.606 5.0 

III Base Material 15.117 4.0 17.146 5.0 
IV Base Material 12.436 3 12.436 3 
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stress range within ±45º of the normal to the weld. If 2062 
the governing stress direction is parallel to the weld, 2063 
a stress reduction factor 𝐾𝐾𝑝𝑝  should be applied to the 2064 
principal stress range before inputting it into the S-N 2065 
curve. The specific value of 𝐾𝐾𝑝𝑝  will depend on the 2066 
weld quality, as shown in Table B.2. 2067 
 2068 
The S-N curves in Table B1 are developed for 2069 
principal stresses acting normal to the weld and 2070 
should be used with the maximum stress range within 2071 
± 45º of the normal to the weld. If the governing stress 2072 
direction is parallel with the weld direction, a stress 2073 
reduction factor 𝐾𝐾𝑝𝑝 should be used on the principal 2074 
stress range before entering stress into the S-N curve. 2075 
The stress reduction factor will depend on the quality 2076 
of the weld, Table B2. Once again, it shall be noticed 2077 
that Appendix B is from DNV-CN 30.7. 2078 
 2079 
 2080 


